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We investigate the possibility of growing a uniform InAs-GaAs binary compound semiconductor by the
Travelling Liquidus Zone (TLZ) method numerically. We focus on buoyancy convection and supercooling
induced in the solution in the first half of this report and the crystal growth process under microgravity
conditions in the latter half. We find that strong convection and supercooling are induced in the solution
under terrestrial gravity conditions, whereas convection is reduced remarkably and an almost diffusion
limited crystal growth process is realised by the TLZ method under 1 pg conditions.

1. Introduction

One of the factors which determine the quality of
grown crystals may be convective instabilities
induced in the melt or solution during the crystal
growth process. Growing a multi-component
semiconductor crystal which has a uniform
composition is especially difficult from both fluid
dynamical and thermodynamical points of view [1-
6]. Therefore, microgravity experiments of crystal
growth have been intensively carried out in recent
years utilising microgravity experimental facilities
such as drop towers, aircrafts, rockets, space shuttles
and satellites, in order to reduce buoyancy convection
and grow high-quality crystals [7,8].

Although it is commonly believed that the quality
of crystals is directly related to convection induced
in the melt or solution, the effect of convection on
the crystal growth process is not yet completely
understood. It is impossible to grow high-quality
compound crystals by experience, unlike single-
component crystals. There are two main points which
make the growth of multi-component crystals more
difficult and complicated compared to the growth of
single-component crystals: (1) the shape and
movement of the solution—crystal interface are
determined by the concentration field in addition to
the velocity and temperature fields. The interfacial
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temperature and concentration of the solute vary
along the solution—crystal interface. Note that in the
case of single-component crystals, the interfacial
temperature is the melting temperature and therefore
is constant along the interface. (2) The concentration
of the solute at the crystal side of the interface is
different from that at the solution side of the interface,
which is determined by the liquidus and solidus
curves on the phase diagram. Solute is ejected from
the crystal into the solution and latent heat is released

as phase transition progresses. Since the
concentration becomes high near the interface in the
solution, supercooling tends to occur, which may
cause polycrystallisation.

There is a demand for single high-quality
compound crystals to be grown as future materials
for fast and efficient electronic or opt-electronic
devices [9]. In,Ga,_ As has great potential as a future
laser since the wavelength can be altered by changing
the composition X. In particular, when X = 0.3, 2
laser of wavelength 1.3 um, which transmits data
through a quartz fibre most efficiently, can be
produced [9]. However, it is almost impossible to
grow large-scale In ,Ga, ,As crystals on earth due to
strong buoyancy convection and sedimentation. Note
that the gap between the solidus and liquidus curves
is very wide
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at X= 0.3 (see figurel), which makes crystal growth
extremely difficult.

Generally speaking, when the initial
concentration distribution of the solute is uniform
throughout the solution, the compositions of the
grown crystal are not uniform. If the initial
concentration of the solute has a positive gradiént in
the solution towards the growing crystal, a crystal of
uniform compositions may grow [10,11]. We have
investigated the crystal growth process by the
Bridgman method, imposing the concentration
distribution of InAs in the InAs-GaAs solution
initially, but found that the concentration field and
the crystal interface are seriously deformed by
buoyancy convection even under 1 pg conditions
[12,13]. Based on the above result, Kinoshita et al.
[14] proposed a new crystal growth method called
the Travelling Liquidus Zone (TLZ) method, which
is summarized as follows: (1) InGaAs is grown under
1g conditions. In this case, the concentration
distribution of InAs in the grown crystal is not
uniform. (2) A part of the terrestrially grown crystal
is cut and sandwiched between the seed and feed
crystals. The concentration of InAs in the seed crystal
is 0.3. (3) The middle part of the crystal is heated to
become a solution and crystal is grown by the zone
method, instead of the Bridgman method, in
microgravity, in which case a linear concentration
distribution may be established in the solution and
therefore a diffusion limited crystal growth process
may be realised. Since crystal grows spontaneously
in this case, a crystal of uniform compositions may
be produced by setting the heater speed at the
spontaneous crystal growth rate.

In this report, we investigate the effect of the level
of gravitational acceleration on the crystal growth
process, focusing on (1) supercooling induced in the
solution by buoyancy convection and (2) the growth
rate and interfacial shape of grown crystals. In section
2, we explain the governing equations and calculation
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Figure 1 Pseudo-binary phase diagram of InyGa, yAs.

method, In section 3, we analyse the relation between
buoyancy convection and supercooling induced in
the solution. In section 4, we investigate the motion
of fine particles in the solution. In section 5, we
analyse the crystal growth process by the zone
method. In the final section, we summarise the result
which we obtained in this study.

2. Governing equations and calculation method

In this section, we show the governing
nondimensional equations in the solution and crystal
and explain a method for estimating the movement
and shape of the solution—crystal interface. The
coordinate x,, time ¢, pressure p, velocity v, and
temperature T are nondimensionalised as follows:

X t Uu.
=2 T =—— U = L
Xl L) LZ/VL’ ! VL/L,
T-T W
P = Iz) 7, 0= Lor = !
pvi/L” gL/ A, L-1

where L, v, p,, g, and A are, respectively, the
characteristic length, the kinematic viscosity, the
density at reference temperature and concentration,
the maximum value of heat flux of the heater and
the thermal conductivity. Subscript L and frepresent
liquid and the melting point of InAs. Note that the
temperature is nondimensionalised in different ways
depending on the situations and that the concentration
of InAs is already nondimensionalised (see figure

1).
2.1 Governing equations in solution

The Boussinesq approximations as applied to the
density change, the continuity, the momentum and
the heat and concentration transport equations are
expressed as follows:

Continuity equation:

1
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Momentum equation:

oU. U P ’U.
— + J — = -— + .
a7 ! BXJ. JX, 8ij9Xl.
Ra” Ra“
+ - oLki - CLki’
Pr Sc
(3)
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where the buoyancy forces based on both the
temperature and concentration differences are taken
into account and k; is the unit vector in the
gravitational direction. In the case of the InAs—GaAs
system, the density increases with a decrease in
temperature and with an increase in the concentration
of InAs.

Energy equation:

98, 98, 1 J,

. I 5% - o Ay Ay - “
ot X,  Pr 9X X,

Transport equation of concentration of InAs:

, _ 1 9¢

ac, ac
e U T )
ot X, Sc IX,0X,"

Ra”, Ra€, Pr and Sc in the above equations are,
respectively, the Rayleigh number based on the
temperature, the Rayleigh number based on the
concentration, the Prandtl number and the Schmidt
number;

Ra' = Bgq, L' Ra = ygACL
2'L’CI_,‘/L DLVL
Pr = Yo Sc = Yo ©)
' D, -

where B, g, K, ¥ and D, are the temperature
coefficient of volume expansion, the gravitational
acceleration, the thermal diffusivity, the
concentration coefficient of volume expansion and
the diffusion coefficient.

2.2 Governing equations in crystal

In the crystal, the governing equations are the heat
conduction and concentration diffusion equations
since convection does not need to be taken into
account.

Heat conduction equation:

20, K, 96,
= (7
a1 Pr XX,
Diffusion equation:
aC, ‘ 'C,
CS — DAI, a C'.S (8)

ot Sc XX,

Here, subscript S represents solid. K, is the ratio of
the thermal diffusivity of the crystal to that of the
solution and Dy, is the ratio of the diffusion
coefficient in the crystal to that in the solution:

K, = 5 D = b, ®
SL Py St "
K-L DI,

2.3 Solution—crystal interface

The temperature and concentration at the solution—
crystal interface and the position of the interface are
determined by the heat and mass balance at the
interface and the liquidus and solidus curves on the
phase diagram. The phase diagram of the InAs-GaAs
binary system is shown in figure 1 {3].

Heat balance equation:

oF _ 5] (26, _9F 26,
ot pr| \ox  ax, ox,

' 90
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"\ox, X, IX,

Mass balance equation:

oF 1 ac,  IF aC,
(€ -c) o = -2 -2t
ot Sc| \9x, 9X, X,

oC, JF 9C
ap | T o= |
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Here, F" is the position of the solution—crystal
interafce nondimensionalised by L. G is the ratio

of the thermal conductivity of the crystal to that of
the solution, and Sf'is the Stefan number:

A, q,L

G, == Sf = (12)
2’l. ’ p() LSL KI, |
where Ly, is the latent heat per unit volume.

There is one important point which we must take
into account: the temperature and concentration are
not independent at the solution—crystal interface. The
relation between the temperature and the
concentration is given by the liquidus and solidus
curves on the phase diagram. The temperature
changes continuoeusly at the interface and therefore
the temperatures 6, and 6, are the same at the
interface, whereas concentration C, is different from
C, at the interface. Once the interfacial temperature
is assigned, C, and Cj at the interface are determined
by the liquidus and solidus curves:

Cl = f;‘(el)’ Cl = ~fl(9I) (]3)

where functions f; and f; represent the liquidus and
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Table 1 Physical properties, system dimensions and growth conditions

Kinematic viscosity

Density

Thermal conductivity of solution

Thermal conductivity of crystal

Temperature coefficient of volume expansion
Concentration coefficient of volume expansion
Thermal diffusivity of solution

Thermal diffusivity of crystal

Diffusion coefficient of In in solution
Diffusion coefficient of In in crystal

Latent heat

Depth of solution and crystal

Width of solution and crystal

W=

o= 2

R

o

o

ta

t~

]

gt‘*

[m?s™] 1.5 x 1077
[kg m] 6.0 x 10*
[Wm'K"] 3.0
[Wm' K] 1.2

[K1] 9.34x10°
-] 1.85 % 10!
[m?s!] 1.1% 107
[m*s™] 3.0x10°
[m?s™] 2.0% 10°%
[m?s '] 1L.ox10™
[J kg 5.0x10°
[mm] 2,40, 15,20
[mm] 120

solidus curves, respectively. Note that 8, = 0, at the
interface as we mentioned. In the present analysis,
we approximate the liquidus and solidus curves, f;
and f;, by the polynomial functions of the fifth order.
Since BF”/&L’ is common in equations (10) and (11),
the right-hand side of equation (10) is equal to the
right-hand side of equation (11) divided by (C,-C,).
Therefore, the interfacial temperature can be
calculated. The interfacial temperature having been
determined, the concentrations at the interface are
obtained by equation (13).

2.4 Numerical method and procedure

Since the solution—crystal interface moves and the
interfacial shape changes during the crystal growth
process, we employ the boundary fit method to solve
the governing equations efficiently [15]. The
transformed cquations are solved by the finite
difference method. The time and spatial derivatives
are approximated by the first-order explicit formula
and the second-order central formula, respectively.
Now, we can calculate the crystal growth process,
that is, the velocity, temperature and concentration
fields and the shape and movement of the solution—
crystal interface. The nondimensional parameters are
estimated based on the physical properties of InAs
and GaAs [16,17], which are summarised in table 1.

3. Convection and supercooling in solution

In this section, we focus on buoyancy convection
driven in the InAs-GaAs solution, the model of which
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is shown in figure 2. The left and right walls
correspond to the feed and seed crystals. The
temperature and concentration at the liquid side of
the left wall are fixed at 1392 K and 0.59, while those
at the right wall are 1298 K and 0.83, which are
determined by the InAs-GaAs phase diagram.
Uniform heat flux is given externally from the top
and bottom walls. In this case, the governing
equations are equations (2)-(5). Note that the second
definition is used for the nondimensional temperature
(see equation (1)).

Snapshots of streamlines, isotherms,
isoconcentration lines and the degree of supercooling,
S, are shown in figure 3 for 1 pg conditions and in
figure 4 for 1 g conditions, where the height and
width of the solution are 20 mm and S is defined as
follows:

T —

Liquidus

1l

(14)

Liguidus

Here, 7'is the local temperature and 7; is the

iquidus

Solution

Feed (hot wall)
Seed (cold wall)

o
=

L0

Figure 2 Caluculation model of convection and heat and
mass transport in a binary solution
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equilibrium temperature corresponding to the
liquidus curve (see figure 1). The region where S is
negative is supercooled. Weak convection is induced
under 1 pg conditions but the temperature field is
not seriously disturbed, whereas the concentration
field is slightly deformed (figure 3). Although
supercooling occurs in the most region of the
solution, the degree is not high. On the contrary,
strong buoyancy convection is induced under 1 g
conditions and, as a result, the temperature and
concentration fields are seriously deformed (see
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Figure 3 Streamlines, isotherms, isoconcentration lines and degree

of supercooling under 1ug conditions. Ra” = 0.422, Ra“
1.18x10% Pr=0.136, Sc = 7.5, q,=1.0 kW/m?, 7=0.2.
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Figure 4 Streamlines, isotherms, isoconcentration lines and degree
of supercooling under 1g conditions. Ra” = 4.22x10°, Ra® =
1.18x10°% Pr=10.136, Sc = 7.5, g, =1.0 kW/m?, 7= 0.05.
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figure 4). Strong supercooling is induced near the
solution—crystal interface. The time variations of the
maximum velicity in the solution is shown in figure
5. In the case of buoyancy convection under 1 pg
conditions, the steady-state maximum speed is of the
order of 1 wm/s (figure 5 (a)), whereas it is 10 mm/s
in the case of 1 g conditions and, furthermore, the
speed overshoots in the early stages (figure 5 (b)).
The time variations of the maximum velocity in
the solution are shown in figure 6 where the bottom
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Figure 5 Time variation of maximum velocity. (a) lg, (b) 1ug.
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wall is cooled and heat flux enters from the vertical
side walls. In the case of 1 g conditions, velocity
does not overshoot and as the crystal size (the length
of cold wall) decreases, the velocity is reduced
remarkably (figure 6 (a)). In the case of 1 g
conditions, on the other hand, velocity overshoots in
the early stages even when the cell is placed
vertically, but when the crystal size is shorter than 2
mm, velocity does not overshoot and is reduced
greatly (figure 6(b)).

4. Particle movement in a convection field

When supercooling occurs in the solution,
polycrystallised particles may be produced and
transported towards the crystal front, which may
cause polycrystallisation during the crystal growth
process. Therefore, in this section, we investigate the
movement of a fine particle in a convection field,
assuming that a fine particle has already been
produced in the solution. The outline of the physical
situation is shown in figure 7. A particle, the radius
of which is R, is placed in a convection field with an
upward velocity V. The gravitational acceleration acts
downwards and buoyancy force acts on the particle
in the antigravitational direction. Viscous friction is
also created against the particle motion. The equation
of motion of a particle is expressed as follows:

d
m—u=—§(u—V)+E
dt

(15)

where m, u, { and F are, respectively, the mass of
the particle, the velocity of the particle, the friction
coefficient and buoyancy force acting on the particle.
m, { and F are expressed as follows:

4
m = ;‘”RP,C = 671R,

(16)
F

2 2R (p, - Pe.
3
Here, p, p, and 1 are the density of a particle, the
density of the solution and the dynamic viscosity of
the solution. Substituting equation (16) into equation
(15), the following equation of motion is obtained:

d ,
—Z=——9-V—(u—V)+(%——l)g'

dt 2R
where v is the kinematic viscosity of the solvent.
Let us set the situation such that the convective speed

an

VA
[}
V: convective
speed F: Buoyancy
force
Particle
Gravity Viscous friction

Figure 7 Particle motion in s convective field.

is in the gravitational direction; that is, }'= (0, 0, —
V). From equation (17), the relaxation time for the
particle velocity to become constant, 7, the steady-
state particle velocity, u,, and the critical radius of
the particle, R, over which the particle moves
upwards against the convective velocity:

2R 2R
=" u =—g(1—&)-v,
m ? p (18)

R = 9vV
' 28(1 - p/ps)

The relation between the particle velocity and the
particle radius is shown in figure 8. In the case of 1
ug conditions, the convective speed is of the order
of 1 um/s and, therefore, the critical radius is of the
order of 1.0 um. In other words, particles which are
larger than 1.0 im cannot reach the crystal interface.
In the case of 1 g conditions, as the convective speed
is of the order of 10 mmV/s, the critical radius is at
most 100 pm.

5. Crystal growth process

In this section, we investigate the crystal growth
process under both 1 pg and 1 g conditions. The
calculation model is shown in figure 9. The system
consists of a crystal and a solution. The temperature
and concentration at the left wall of the solution are
fixed at 1392 K and 0.59, respectively. Heat flux
enters from the top and bottom walls and heat is
removed from the right side of the crystal. We
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Figure 8 Dependence of particle velocity on convective
speed and particle size (a) lug, (b) lg.

investigate the movement of the solution—crystal
interface under both | pg and 1 g conditions.
Snapshots of streamlines and the shape of the
solution-crystal interface are shown in figure 10 and
the time variations of the solution—crystal interface
are shown in figure [ 1. Since buoyancy convection
is reduced remarkably under | ug conditions as
shown in section 3, the shape of the solution—crystal
interface is convex towards the crystal growth
direction, which is favourable for crystal growth, and
is almost symmetric. In the case of crystal growth
by the zone method under 1 [1g conditions, the growth
rate is approximately 0.1 mm/s, which is almost the
same as that of diffusion growth. In the case of crystal
growth under 1 g conditions, on the other hand, strong
buoyancy convection is induced and crystal grows
very fast. Moreover, the crystal shape becomes
asymmetric.
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Figure 9 Calculation model of crystal growth of a binary
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6. Summary

We investigated the effect of buoyancy convection
on the velocity, temperature and concentration fields
in the solution and the crystal growth process and
obtained the following result: (1) Buoyancy
convection is reduced greatly and, as a result, the
supercooling situation is improved under 1 ug
conditions. (2) Fine particles, the radii of which are
greater than 100 pm, cannot be transported towards
the crystal interface. (3) The crystal growth rate is
almost the same as that of diffusion growth if we
employ the zone method under 1 pg conditions.

We found that the crystal growth process is
improved by the zone method under 1 g conditions.
Therefore, we need to develop a full three zone
crystal growth model and investigate the effect of
the zone width, the crystal size, the temperature
gradient and the heater speed on the crystal growth
process so that the optimal crystal growth conditions
may be obtained.
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