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Functions of NAREGI Grid System 

   Information Service 

   Grid PSE 

   Grid Workflow Tool 

   GVS (Grid Visualization System) 

   Data Grid 

VO (Virtual Organization) 

  

CSI Project（e-Science Program） 
Basic Study for Geospace Virtual 

Observatory/Virtual Organization  

NAREGI Grid Middleware Version 1  

This document is provided by JAXA.



Basic Study for Geospace Virtual 

Observatory/Virtual Organization 
STEL and ITC of Nagoya University 

1. Visualization Grid and Virtual Reality (VR) 

     Remote 3D movie common usage 

Collisionless shock wave 

3. Data Grid: Construction and usage 

of data on solar-terrestrial science  

4. Test of Grid  3 functions and integration by 
NAREGI Middleware Version 1 of  ITC, Nagoya U  

CAWSES and CAWSES-II Database in Japan (2007-2013) 

2. Grid Supercomputing and  

    geospace simulator: 

    Development of parallel   

    code and test Grid MPI  

3D Figure of earth’s magnetosphere made by VRML 

Transfer test of 3D movie (STEL, Nagoya u) 

This document is provided by JAXA.



Processing and graphics of simulation data with NAREGI Grid Portal 

Workflow 

Sequential  

diagram 

Output of PostScript 

Graphic file from  

simulation data input 

Fortran 

program 

Graphics file 

conversion 

Edition  

of movie 

Conversion from  

ps file to gif file 

Make Gif movie  file 

Register on  

Data Grid 

Status of execution 

List of files registered in Data Grid 

Movie file  displayed  

On Grid Portal 

Input of simulation data 

 

Execution of Fortran program 

 

Display of movie on NAREGI 

Grid Portal 

 This document is provided by JAXA.



Execution with NAREGI Grid Portal and Graphics with Data Grid 

Grid PSE + Workflow Tool + Data Grid  Graphics and 3D Visualization with VRML 

3D visualization of earth’s 

magnetosphere with VRML 

Computation of Lorentz model 

and  3D visualization  with VRML 

      Animation Movie of Earth’s Simulation data 

This document is provided by JAXA.



Integration of Simulation 
Workflow (Network) 

Simulation 

Supercomputer （MPI Fortran） 
 Simulation Data 

 (binary file)  Gfarm 

        Input (Portal or Command)  

3D Graphics (Fortran), AVS 

3D Graphic File (VRML) 

 Output by Portal (Disclosure)  Gfarm 

Graphics (Fortran) 

Graphic File (PostScript) 

Graphic File Conversion (ps gif, jpg) 

Edition of graphics (Movie) 
Edition (3D Movie) 

10Gbps 

10Gbps 

This document is provided by JAXA.



Observation Data 
Workflow (Network) 

Observation Data Gfarm 

Database 

Meta Data  Gfarm 

Meta Data Detabase 

             Input (Portal or Command) 

Data Processing, Graphics 

(IDL, MATLAB) 

Graphic File (EPS, png) 

  Output through Portal (Disclosure)  Gfarm 

Graphics (Fortran) 

Graphic File (PostScript) 

File Conversion (ps gif, jpg) 

Edition (Movie) 
Edition (Movie) 

10Gbps 

This document is provided by JAXA.



Data/Graphics Processing 
Network: Process and Data on Screen + Pick Up 

 Pre-Processing 

 Original Data 

 Window 

 FFT 

 Power Spectrum 

 Graphics Presentation 

Time sequential data 

Data Pre-Processing 

Haming, Haning windows 

Real and Imaginary Parts 

Amplitude, phase (phase velocity) 

Linear, Logrizm 

  Screen Presentation of Process and Results and Pick Up One 

NASA

PDS  

This document is provided by JAXA.



New Trends on Advanced IT Usage 

High-Speed Network 

SINET3, JGN-X 

1 Gbps, 10 Gbps 

Wide Area File 

System 

Gfarm 

Supurcomputer 

Next-age Supercomputer 

Clouds, Grids 

How can we use the IT in simulation and data analyses? 
This document is provided by JAXA.



NII + 

TokyoTech 

Ohsaka U 

KEK 

Nagoya U 

Tsukuba U 

AIST 

Gfarm2 

This document is provided by JAXA.



NII +  

9 Universities with 

Supercomputer 

Resources 

CSI GRID 

 Gfarm storage system 
This document is provided by JAXA.



CSI Grids Next 

Generation 

Supercomputer  

(K-computer) 

HPCI 

 Gfarm storage 
NII +  

9 Universities 

K-computer 

This document is provided by JAXA.



Network Topology of JGN-X 

Wide area file system: 

Gfarm 

NICT OneSpaceNet (10 Gbps)  Construction of 

geospace science clouds 

Nagoya Unv. 

NICT (Koganei) Osaka Univ. 

Kyung Hee Univ. 
(Korea) 

ＪＧＮ－Ｘ 

via APII via SINET 

10 Gbps 10 Gbps 

10 Gbps 

Kyushu Univ. 

supercomputer 

and storage 

    Gfarm2 

supercomputer 

and storage 

    Gfarm2 

100 TB 

100 TB 

This document is provided by JAXA.



Battery covered by UPS with 

1500 VA for 2 Servers (with desk) 

Additional goods 

for emergency 

1 Server with 8 Desk 

Boxes (48TB) 

1 Desk Box composed  

by 1.5TB  x 4  

 NICT commodity storage system, Gfarm 

This document is provided by JAXA.



Solar-Terrestrial 
Environment Laboratory 

Super- 
computer 

disk 

ITC Center of Nagoya University 

Alaxala AX3630S24T2X 

NICE 
Nagoya University 
campus network 

Kawaguchi Lab 

Storage 

server Gfarm 
96TB 

Server room 

NICT OneSpaceNet – in Nagoya University （2011/08/26） 

Manegement  

Mount point  

NSF mount available  

only to /backup_tmp/stel  

10G SW 
DELL Power Connect6224 

OSN 

terminal 

New  SW 
DELL Power  Connect6224 

Computer 

system 

GRID 

Super-

computer 

HX600 

16 nodes 

M9000 
( Management I/O 

node of ITC) 

 Science Clouds 

SINET  
Nagoya U node 

1G SW 
JGN-X 

NFS client and file 

transfer from super-

computer disk to Gfarm 

This document is provided by JAXA.



NICT OneSpaceNet – Nagoya University Connection (2011/11/08) 

NAGOYA  ITC STEL 

NICT 

JGN-X 

SINET (Nagoya Univ LAN:NICE) - Internet 

Gfarm Storage System 
(Widkly distributed File 

System) 
~/osn-cst/下  

JGN-X Management 

Specific 

line 

(NICE) 

OSN 
Terminal 

(VR room) 
 

10G SW 
 

seg-gw 
(Front Server) 

 

Computer system 
Linux 

Windows PC 
 
 

Supercomputer 
FX1, HX600, M9000 

 
 
 

1G SW 

Via SINET 

seg-gfarm-
n41 

 
 
 
 Gfarm 

seg-
vis01 

 

seg-
vis04 

 

・・・ 

Shared 

Disk 

Mount Point 

/backup-tmp/stel/ 
/nfs-spool/ 

NICT SW 

ssh 

ssh 

ssh 

Gfarm 

This document is provided by JAXA.



NAREGI Portal and MPI Fortran job run GRID Workflow コンピュータの連結図 RENKEI-PoP and wide area file（Gfarm2） 

PSE of MPI job 

Use of NAREGI Computation GRID and RENKEI-PoP 
Execution of MHD simulation with MPI Fortran 

Parallel job by HX600 16node 256 ｃｐｕ 

Gfarm File System 

  Need processing Linux VM 

user portal 

Management server 

of RENKEI-PoP 

 Select host 

 VM execution 

transfer OS image 

This document is provided by JAXA.



SINET3 

DWDM 

 

         Catalyst3750E 

CSI-GRID 

 202.241.97.129 

HUB 

Campus LAN 

（NICE） 

ITC, Nagoya U 

2009.10 

Potal 

Node 

VOMS 
(S Linux) 

NAREGI Middleware Environment 

<grid-portal> 

gvms1.cc.nagoya-u.ac.jp 

<gvmc1-1> ～ 

900GB 

<voms> 

 

Computation 

Node x 4 

 

STEL 

GridVM 

 

 
Data Grid 

Computational  

Science Center 

GridVM 

<gfarm-fs> 

GridVM Node 

＆ 

Computation  

Node 

IS-NAS  

Node 

IS-CDAS  

Node 

e 
 

N 

(CentOS) 

(CentOS) 

(CentOS) 

<dguft> 

<gfsrm-vo> 

202.241.97.130 202.241.97.131 

133.6.90.83 

202.241.97.134 

202.241.97.135 

202.241.97.141 

202.241.97.149 

202.241.97.142 

SS Node 

<iscdas> 

202.241.97.132 

<ss> 

 202.241.97.158 

 133.6.90.28 

<gvmc1-5> 

Data Grid 

(Gfarm-fs) 

<isnas> 

Data Grid 

300GB 

Computation 

Node 

 

 

Supercomputer 

HX600 

 

16 nodes 
(CentOS) 

(Red Hat Enterprise 

 Linux4) 

gvms-hx.cc.nagoya-u.ac.jp 
202.241.97.136  

20TB 

grid-nas 

3TB 

300TB 
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Use of Supercomputer and Gfarm System 

shared 
disk 

AIST 

Gfarm2 

STEL 

LINUX 

grc002 

STEL 

Windows PC 

grc001 

Nagoya 

Gfarm2 

universities 

Gfarm2 

Manager 

Management 
Gfarm 

TiTech 

Gfarm2 

shared 
disk 

NII 

Gfarm2 

 
Supercomputer 

M9000 
FX1, HX600 

 
 

Nagoya University 
Information Technology 

Center ( ITC) 

shared 
disk 

ssh,  

WinSCP ssh 

sftp 

RENKEI-POP (TiTech and others) 
get put  

SINET3 L3VPN/CSI-Grid (no firewall)  Gfarm system: 200TB 

Public Internet (firewall protection)  24-30 MB/s 

ssh 

sftp 

24-26  

 MB/s 

ssh, WinSCP 

Install of Gfortran and ImageMagick  

Fortran 

compiler This document is provided by JAXA.



RENKEI-PoP (Nagoya) 

RENKEI-PoP (TiTech) 

Access to Nagoya U supercomputer 

Shared disk for supercomputer 

3D visualization by LINUX and 

graphic display by PC 
Making movie by Linux and 

graphic display by PC 

Need wide area file system (Gfarm) and Linux VM This document is provided by JAXA.



Typhoon 12 

Sep. 2, 2011 
3D VRML  visualization 

Animation movie of simulation 
All processes can be done 

in RENKEI-PoP Gfarm 

This document is provided by JAXA.



Structure of earth’s magnetosphere by 3D 

visualization (VRML) for northward IMF 

Structure of earth’s magnetosphere by 3D 

visualization (VRML) for southward IMF 

High Resolution MHD Simulation 

Make 3D VRML movie 

This document is provided by JAXA.



Kinetic Energy 

Thermal Energy 

Magnetic Energy 

Kinetic Energy Flux 

Thermal Energy Flux 

Poynting  Flux 

This document is provided by JAXA.



Procedure of Simulation and Processing 

1. Execute computer simulation on earth’s magnetosphere 
by Nagoya supercomputer (FX1, HX600, M9000). 

 

2. File transfer of simulation data from supercomputer 
shared disk to RENKEI-PoP Gfarm (wide area storage 
system, Gfarm2) with sftp.  (use secret/public key 
system, then carry out file transfer by “put file-name”) 

 

3. Data processing and graphics (including 3D visualization) 
by a LINUX machine in RENKEI-PoP system with our 
own Fortran program. (make PostScript graphic files 
and change gif files by gfortran program and 
ImageMagick, make 3D VRML graphic files by gfortran 
program) 

 

4. Get output graphic files from RENKEI-PoP Gfarm to 
Windows PC with WinSCP and display on PC. 

This document is provided by JAXA.



High Speed Network 

SINET3, JGN-X 

1 Gbps, 10 Gbps 

Wide Area File 

System 

Gfarm 

Supercomputer 

Next-Generation, K-computer 

Geospace Science Clouds 
Integration (PSE, Workflow, Network) 

Importance of Integration with Software 

to Use Advanced IT Infrastructure 

We can use it with Linux with Fortran compiler. 
This document is provided by JAXA.



Kinetic Energy 

Thermal Energy 

Magnetic Energy 

Kinetic Energy Flux 

Thermal Energy Flux 

Poynting  Flux 

This document is provided by JAXA.



Dynamics in Plasma Sheet 
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・Magnetic flux returns from tail to dayside by Poynting Flux (PF). 

・As a position approaches from reconnection point to the earth, KF changes to 

  TF, and then to PF, which carries energy from tail to dayside magnetosphere. 

Plasma sheet has high temperature and Mach number < 1. 

Thermal flux (TF) is greater than kinetic flux (KF) in plasma sheet. 
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① magnetic reconnection 

② plasmoid     

③ dipolarization           
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