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Abstract 

An efficient and robust unstructured mesh generator, the Mixed-Element Grid Generator in 3 Dimensions (MEGG3D), 

has been developed to create good-quality meshes quickly and easily. MEGG3D has several key components for 

computational fluid dynamics (CFD) simulations, such as: 1) file compression with open-source data-compression 

utilities for faster file transfer; 2) three automatic local remeshing methods to modify existing hybrid volume meshes 

for additional components; 3) an easy-to-use hybrid surface mesh generation method to represent high-curvature 

surfaces with high-aspect-ratio quadrilaterals; and 4) multiple and suppressed marching direction methods to improve 

the quality of semi-structured elements in convex and concave corners, respectively. In this paper, those key 

components are introduced with practical examples. 

 

Keywards: Unstructured mesh generation; hybrid mesh generation; file compression; remeshing; computational fluid dynamics; CFD 

1. Introduction 

Owing to the advances in computing hardware and computational algorithms, Computational Fluid 

Dynamics (CFD) simulations have been widely used for daily practical applications. Mesh generation is 

essential preprocessing in computational simulations, which is still sometimes a bottleneck of the overall 

simulations. Table 1 shows a brief comparison of mesh types widely used in computer-aided engineering. 

Structured meshes have been used for CFD simulation for a long time because of their computational 

efficiency. They are still essential for simulations requiring high-order spatial accuracy, while mesh 

generation is often troublesome and time-consuming for complex geometries.  

Cartesian meshes have a long history since the introduction of computational simulations. From the 

view point of mesh generation, they are the best because they can be automatically created even for 

complex geometries with small geometrical defects, which must be repaired beforehand for the other mesh 

types. However, the treatment of walls sometimes becomes a problem to perform accurate simulations. 

Several methods have been proposed to resolve this geometrically and computationally, such as cut-cell 

methods [1], the building-cube method for handling large Cartesian meshes efficiently [2], and the 

immersed boundary method [3], and there is still a room for further improvements. 

Unstructured meshes have been used for practical applications as a compromise approach because their 

computational efficiency is acceptable with computational algorithms diverted from those originally 

developed for the structured meshes, and today’s computational resources. Isotropic tetrahedral meshes are 

used for inviscid flow simulations, and hybrid or anisotropic tetrahedral meshes for viscous flow 
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simulations to capture boundary layers efficiently with semi-structured elements or anisotropic, right-

angled tetrahedra. The unstructured meshes can be created for complex geometries much more easily than 

the structured meshes, but there are still apparent disadvantages need to be considered and improved. 

First, the file size of an unstructured mesh is much larger than that of a structured or a Cartesian mesh 

with a similar number of nodes because connectivity information for elements and boundary faces must be 

provided explicitly in the unstructured mesh file. This can be a problem when the files are transferred over 

slow network connection (this includes reading and writing the files on a network drive), computational 

simulations are performed on a cluster system that charges users based not only on CPU times but also on 

file size, or the files are stored for backup. Since the amount of the information in the unstructured mesh 

files cannot be reduced easily, an efficient method should be used to compress the information. 

Second, turnaround time and user interventions should be reduced as much as possible in mesh 

generation for large simulations. However, it usually takes time to create large unstructured meshes. This 

becomes a critical issue when many meshes are needed in a process, such as a shape optimization process. 

Third, high-aspect-ratio faces can be used in unstructured surface meshes to add an enough number of 

nodes only in an important direction (e.g., the direction perpendicular to wing leading and trailing edges), 

but it is often not easy for users to create such faces. In typical mesh generation software, the users have to 

define a four-sided surface or something equivalent and specify node distributions on the boundary to 

create high-aspect-ratio faces using a structured mesh generation technique. A better method can be 

developed.  

Forth, the quality of hybrid meshes should be improved for more accurate simulations. Advancing-

layers type methods are widely used for semi-structured, near-field mesh generation, but they can produce 

poor-quality elements in convex and concave corners. Moreover, no semi-structured elements can be added 

around singular points. 

We have tackled those disadvantages and have implemented several solutions in the Mixed-Element 

Grid Generator in 3 Dimensions (MEGG3D) [4-14]. To reduce the size of the unstructured mesh files, 

open-source file compression/decompression utilities have been used to directly output/input compressed 

files. To reduce turnaround time and user interventions, automatic local remeshing methods have been 

developed to create hybrid volume meshes for similar geometries. To create high-aspect-ratio faces easily, 

a new hybrid surface mesh generation method has been developed. To improve the quality of hybrid 

volume meshes at convex and concave corners, the multiple and suppressed marching direction methods 

have been developed. In this paper, we will introduce and demonstrate those methods separately in 

Sections 2 through 5. The conclusions and future work will be given in Section 6. 

2. File Compression 

The unstructured mesh files usually consist of two parts: a list of node coordinates and connectivity 

information for elements and boundary faces. The node coordinates are usually not very suitable to be 

compressed by lossless compression algorithms because their data is often close to random. The 

connectivity information contains integers only, which can be compressed efficiently.  

There are three well-known, open-source, lossless compression utilities: 

 zlib (http://zlib.net/) 

 libbzip2 (http://bzip.org/) 

 XZ Utils (http://tukaani.org/xz/) 

Those can be linked with other software to directly read and write compressed files as well as to compress 

or decompress existing files. MEGG3D has linked with zlib and libbzip2, but currently does not with XZ 

Utils because they are written in C99, which is not supported by many C/C++ compilers. zlib and libbzip2 

have their own features, and it is not difficult to use both of them because they have similar interface 

functions with similar arguments. 

To demonstrate advantages of adopting compressed files, a hybrid volume mesh with 2.8 M nodes is 

chosen as an example. It is stored in a binary, element-based data format, and its size is 253 MB without 

compression and 99.4 MB as a gzipped file. The file size is significantly reduced by 60.7% as expected. 

Table 2 shows a comparison of CPU times for reading and writing the hybrid volume mesh on an internal 

drive and a network drives. One core of an Intel Core i7-2600 Processor is used. The maximum read and 

write speeds are measured using external software. The CPU times for reading the files depend on the read 
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speeds from the drives and the performance of the PC because they include checking the range of node 

indices, and the reconstruction of face information to ensure the validity of the file. For the gzipped file, the 

performance is more important to decompress the data in it. From the network drive, the gzipped file is 

loaded much faster than the non-compressed file because of the smaller file size over the slow read speed. 

Interestingly, the CPU time for reading the gzipped file from the internal drive is also faster probably 

because of the high performance of the PC. The CPU times for writing the files mostly depend on the write 

speeds to the drives and the performance of the PC to compress the data. It takes more time to write the 

gzipped file than to read it, but this is reasonable because the data-compression algorithms generally need 

more time for compression. 

Those results indicate that gzipped binary mesh files are the best choice for machines with a slow 

network drive. For high-performance machines, they might be preferred if the smaller size of the gzipped 

file is taken into account. 

3. Automatic Local Remeshing 

Two automatic local remeshing methods have been proposed for adding additional components to 

existing hybrid volume meshes [10, 12]. The first method [10] is for small additional components 

compared to the geometry in the baseline hybrid mesh, such as vortex generators and antennas. They are 

prepared as surface geometries, and can be added to anywhere on the baseline geometry. The second 

method [12] is for large additional components, such as a wing added to a fuselage. In this case, two or 

more overset-like hybrid meshes are merged to reduce the size of a remeshing domain around the 

additional components, which directly affects CPU time required. 

Those methods have two remarkable advantages. First, hybrid meshes can be generated quickly and 

automatically from existing hybrid meshes when the additional components are moved and/or deformed. 

This enables practical shape optimization for complex geometries because many geometrical models and 

associated meshes are usually required during the process. Second, the updated hybrid meshes are the same 

as the original meshes except for the elements in the remeshing domains. The effect of the additional 

components can be evaluated more accurately. Acheson et al. show the importance of maintaining node 

distributions of volume meshes with and without a fuel vent in inviscid flow simulations as a practical 

industrial application for evaluating the effect of the vent [15]. 

One more automatic local remeshing method has recently been added to replace part of the surface mesh 

of a hybrid volume mesh. In the previous two methods, a Boolean union operation is used to create a 

water-tight surface from the baseline geometry and additional components [5]. It is robust for completely 

intersecting geometries, but cannot resolve tangential surface intersections as mentioned in [12]. However, 

such intersections are sometimes needed, for example, to optimize the shape of a nose radome. To explain 

the new method, Figure 1 illustrates a local remeshing process. In Figure 1a, a baseline hybrid mesh and a 

new surface mesh (dotted lines) are shown. There is one requirement to use the new local remeshing 

method: Nodes and edges of the baseline hybrid mesh corresponding to the boundary nodes and edges of 

the new surface mesh must exist in a certain tolerance (e.g., black points in Figures 1a and 1b). Once those 

corresponding nodes and edges are identified, unnecessary part of the surface of the baseline hybrid mesh 

is automatically removed. 

The remainder of the process is similar to the first local remeshing method [10]. Figure 1b shows a 

remeshing domain created around the new surface based on the distance, di, calculated at each node on it: 

𝑑𝑖 = 𝑚𝑎𝑥(1.2𝑙imax 𝛼𝑘)  

𝑘 = {
ℎ𝑡𝑜𝑡

𝑙𝑠max

(for hybrid volume meshes)
(for tetrahedral meshes)

 

 

where limax is the local maximum edge length of the baseline volume mesh,  is a parameter to control the 

size of the remeshing domain (currently set to 2), htot is the estimated height of the near-field mesh to be 

created on no-slip walls calculated from user-specified near-field mesh parameters, and lsmax is the 

maximum edge length of the new surface mesh. In Figure 1b, d is smaller than an actual value and constant 

because local maximum edge lengths of the baseline mesh are similar. In general cases, elements around 
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the new surface mesh have to be removed based not only on the distance but also on element connectivity 

information [10]. If any of the semi-structured elements that are extruded from the same face (triangle or 

quadrilateral) on the boundary surface are removed, all of the elements are removed to make the near-field 

remeshing process easier (e.g., hatched faces in Figure 1b). After that, the local remeshing is performed as 

shown in Figure 1c. 

Figure 2 shows hybrid volume meshes created around the JAXA High-Lift Configuration Standard 

Model (JSM) with a pylon-mounted engine nacelle, leading-edge slats and trailing-edge flaps used in [10]. 

In this case, front and rear nacelle covers (Figure 2b) are added to the baseline hybrid mesh (Figures 2a and 

2d). Since the covers are locally tangential to the nacelle, the Boolean union operation cannot be applied. 

Therefore, the new local remeshing method is needed. The resulting hybrid mesh is shown in Figures 2c 

and 2e. 

4. Hybrid Surface Mesh Generation 

A new hybrid surface mesh generation method has been proposed to create good-quality, layered 

quadrilateral faces around selected ridges even at concave corners with minimum user interventions [14]. It 

has two useful features. First, graphical user interface (GUI) is provided to distribute nodes on the ridges 

and to set parameters for creating the layered quadrilaterals (hereafter referred as near-field mesh 

parameters), combined with an automatic method for updating node distributions at concave corners. 

Second, the mesh generation algorithm is similar to the advancing-layers method [16], but high-quality 

quadrilaterals are automatically created at concave corners with special treatment, the so-called suppressed 

marching direction method. In the standard advancing-layers method, the connectivity of edges (faces in 

3D) surrounding the remainder of the domain to be filled with elements is not allowed to be changed. This 

makes the method relatively easy to implement, while skewed semi-structured elements can be easily 

created, particularly at concave corners (Figure 3a). In the suppressed marching direction method, the 

connectivity can be changed at nodes on concave corners, where no marching directions are virtually 

defined, to avoid creating the skewed elements (Figure 3b).  

To demonstrate those features, Figure 4 shows an example of a simple 1 x 1 square domain. Figure 4f is 

the mesh needs to be created, which has rectangular faces at the lower left corner. To create this mesh, only 

the near-field mesh parameters need to be specified on each of the lower and left ridges, in addition to the 

number of nodes on it. The square domain does not need to be divided into several patches to define a 

domain for triangles and those for quadrilaterals. In Figure 4a, ten nodes are placed on each ridge with 

equal spacings. In Figure 4b, the lower ridge is picked to set the near-filed mesh parameters. In this case, 

the maximum number of layers of 10, a stretching factor of 1.2 and a minimum spacing of 0.01 are set. The 

line segments emerged from the ridge indicate the total height of layered quadrilaterals to be added based 

on the parameters. In Figure 4c, the node spacings on the side ridges are automatically updated to adapt the 

change in the near-filed mesh parameters on the lower ridge. In Figures 4d and 4e, a similar change is 

happened on the left ridge. 

5. Multiple and Suppressed Marching Direction Methods for Volume Mesh Generation 

Typical advancing-layers type near-field mesh generation methods produce poor-quality semi-structured 

elements at convex and concave corners because they use a single normal extruded from each node on no-

slip walls. To overcome this problem at convex corners, the multiple marching direction method [8] has 

been proposed (Figure 5). In addition, 3D surface models usually have a small number of singular points, 

where valid semi-structured elements cannot be placed using conventional hybrid volume mesh generation 

methods. With the multiple marching direction approach, good-quality semi-structured elements can be 

created around such points [8, 13]. 

To improve the quality of semi-structured elements at concave corners, another method, the suppressed 

marching direction method [14], has been proposed. This method can be considered as a 3D version of the 

hybrid surface mesh generation method described in Section 4. Figure 6 shows cross-sections of hybrid 

meshes at the wing-body junction of the ONERA M5 model near the trailing edge. Good-quality elements 

are desired in such regions because flow phenomena could be complicated because of side-of-body 

separation. Advancing-layers methods cannot create enough layers of good-quality semi-structured 
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elements in the region, where the concave corner formed by the wing and the body and the trailing edge as 

a sharp convex corner meet, while the suppressed marching direction method can create more layers of 

good-quality hexahedra. 

6. Conclusions and Future Work 

To quickly and easily create good-quality unstructured meshes, several efficient methods have been 

implemented in MEGG3D. To reduce the size of mesh files, open-source data-compression utilities can be 

used. Compressed mesh files are particularly useful for machines with slow network drives. Three 

automatic local remeshing methods have been proposed to adjust existing hybrid volume meshes to 

additional components. Those methods are essential to perform shape optimization and to evaluate the 

effect of the additional components accurately. The hybrid surface mesh generation method is helpful to 

create high-aspect-ratio quadrilaterals around selected ridges easily. The multiple and suppressed marching 

direction methods have been proposed to improve the quality of semi-structured elements in convex and 

concave corners, respectively. 

To further improve the effectiveness of unstructured meshes, mesh generation methods should be able 

to create large meshes more quickly. Although the automatic local remeshing methods have been proposed, 

baseline volume meshes still need to be created from scratch. To shorten turnaround time for mesh 

generation, an efficient parallel hybrid volume mesh generation method is required, which should start with 

surface meshes without any additional parameters for user friendliness. In addition, an automatic method is 

desired to create good-quality meshes from defective CAD files. 
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 (a) (b) (c) 

Figure 1. Local addition of new surface mesh to existing hybrid mesh in 2D: (a) baseline hybrid mesh (solid lines) and new surface 

mesh (dotted lines); (b) Remeshing domain defined around new surface mesh; (c) Modified hybrid mesh 

 

 
 (a) (b) (c) 

 
 (d) (e) 

Figure 2. Addition of covers to flow-through nacelle: (a) Baseline hybrid volume mesh for JSM; (b) Nacelle covers given as surface 

mesh; (c) New geometry; Cross-sections of (d) baseline and (e) new hybrid volume meshes through center of nacelle 

  

d
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Figure 3. Hybrid surface mesh generation (a) without and (b) with the suppressed marching direction method: the shapes of 

quadrilaterals at the concave corners are greatly improved with the suppressed marching direction method 

 

 

Figure 4. Node distribution on four ridges surrounding a square: (a) Ten nodes distributed on each ridge; (b) Lower ridge picked to set 

near-field mesh parameters—line segments representing the total height of layered quadrilaterals to be added; (c) Updated node 

distributions on the side ridges; (d) Left ridge picked; (e) Updated node distributions on the upper and lower ridges; (f) Surface mesh 
generated for reference 

 

  
 (a) (b) 

Figure 5. Cross-section of hybrid meshes at wing trailing edge (a) using single marching directions and (b) using multiple marching 

directions 
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 (a) (b) 

Figure 6. Cross-section of hybrid meshes at wing-body junction of ONERA M5 near trailing edge (a) using single marching directions 

and (b) using suppressed marching directions 

 

Table 1. Comparison of mesh types 

Mesh types Computational efficiency Meshing capability Wall representation Mesh file size 

Structured Excellent Poor Good Small 

Cartesian Excellent Excellent ? Small 

Unstructured Good Good (Hybrid: Fair) Good Large 

 

Table 2. Comparison of CPU times for reading and writing a hybrid volume mesh with 2.8 M nodes 

Drives 
Max speed (MB/s) CPU time for reading (s) CPU time for writing (s) 

Read Write No compress Gzipped No compress Gzipped 

Internal 400 400 8.3 7.5 3.4 24.4 

Network 9.4 10.4 36.7 15.6 74.0 39.6 
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