
Inverse Analysis for Transient Thermal Load

Identification and Application to Aerodynamic

Heating on Atmospheric Reentry Capsule

Toshiya Nakamura (corresponding author)1,

Yukihiro Kamimura2, Hirotaka Igawa1 and Yoshiki Morino2

1 Structures Research Group, Japan Aerospace Exploration Agency

6-13-1 Osawa, Mitaka, Tokyo 181-0015 Japan

TEL: +81-50-3362-7014 FAX: +81-422-40-1434

Email: nakamt@chofu.jaxa.jp

2 Dept. Applied Mechanics and Aerospace Eng., Waseda University

3-4-1 Okubo, Shinjuku, Tokyo 169-8555

Abstract

A transient inverse heat conduction analysis enables the identification of

the unknown boundary heat flux from finite number of temperature data

obtained e.g. in the high temperature structural tests or in the actual oper-

ation. Since the prediction of thermal load (heat flux) is difficult, the inverse

analysis is expected to improve structural design of high temperature com-

ponents. The present study develops a computational method of transient

inverse heat conduction analysis. The developed code is applied to problems

of a simple two-dimensional plate and of an atmospheric reentry capsule. Se-

quential function specification (SFS) method and Truncated Singular Value
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Decomposition (TSVD) are employed to improve the stability of the inverse

analysis. Effects of these regularization methods are numerically discussed.

Key Words: Transient Inverse Heat Conduction Analysis, Pseudo-inverse

matrix, Sequential Function Specification, Truncated Singular Value Decom-

position, Reentry Capsule

1 Introduction

Thermal analysis plays an important role in the structural design of high

temperature components. However, prediction of thermal load (heat flux) is

difficult due to physical complexity and uncertainties. The effect of uncer-

tainties is significant in some cases and the probabilistic method is one of the

promising approaches in the structural analysis [1]. One of the authors in-

vestigated the transient probabilistic thermal responses of a reentry capsule

structure and its thermal reliability was assessed by Monte Carlo simulation

[2].

Consequently it is useful if actual or operational thermal loads are identi-

fied from the temperature data obtained e.g. in the high temperature struc-

tural tests, high enthalpy wind tunnel tests or actual reentry flights. These

identified load data may contribute to improving the load prediction method

and hence the structural design [3], and to understanding the phenomena

as well. As to the mechanical load identification, so-called operational load

monitoring has a long history in many engineering fields including aerospace,

but it is still attractive due to the significant progress of sensors and data pro-
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cessing technologies today. The authors’ group proposed a flexible method

to reconstruct continuously distributed load (pressure) from finite number of

strain data based on inverse elastic analysis [4].

The transient inverse heat conduction analysis is a way to estimate heat

flux distribution and its history from finite number of temperature data. It

has been studied by some researchers [5, 6, 7, 8, 9]. However, many of them

are based on the finite difference method and can only be used for problems

of simple geometry. Duda et al. developed a space marching method, which

can be used to solve an inverse multidimensional heat conduction problem

with complex-shaped bodies [8].

Generally, the transient inverse analysis is sensitive to the measurement

error, measurement locations, and computational time step, but there have

been few literatures on this issue. Ling and Atluri presented a method to

analyze the error propagations in this problem [10].

In the present study, a computational method of transient inverse heat

conduction analysis is developed to estimate the heat load from the temper-

ature data. Our approach is based on the study by Duda [8]. In addition,

a discrete representation of the boundary condition, which was proposed by

the authors [4], is incorporated to allow for an approximation of the contin-

uous heat load distribution with small number of degree of freedom (DOF).

Applications to the simple two-dimensional problem and to the atmospheric

reentry flight are demonstrated. The time-dependent heat flux distributions

are reconstructed form the measured temperature data. The discussion will

be focused on the computational stability and the regularization. The effects
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of the Sequential Function Specification (SFS) and the Truncated Singular

Value Decomposition (TSVD) will be numerically investigated.

It should be noted that another background of this study is the recent

development of optical sensors. One of the authors has developed a long

gauge FBG (Fiber Bragg Grating) sensor using OFDR (Optical Frequency

Domain Reflectometry) technique. OFDR has a superior potential capable of

measuring strains and temperatures at an arbitrary position along the fiber

[11, 12]. The indication is that thousands of strain and temperature data

will be acquired with less efforts, leading us to develop a load identification

technique based on inverse analysis, because the inverse analysis requires a

large amount of data to obtain a stable solution.

2 Procedure of Inverse Analysis

2.1 Fundamental Equations

The transient heat conduction equation within a body Ω is

ρcṪ (r, t) = ∇ · (κ∇T (r, t)) , r ∈ Ω, (1)

where material properties c (specific heat), ρ (density), and κ (thermal con-

ductivity) are assumed to be independent of temperature for simplicity, and

the heat generation within the body is out of consideration.

We have an initial condition as

T (r, t0) = T0, r ∈ Ω. (2)

The boundary conditions on the boundary ∂Ω = ∂ΩT ∪ ∂Ωq ∪ ∂Ωh are as
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follows.

Specified temperature: T (r, t) = T̄ (r, t), r ∈ ∂ΩT

Specified heat flux: κ
∂T

∂n
(r, t) = q(r, t), r ∈ ∂Ωq

Convection: κ
∂T

∂n
(r, t) = h(T∞ − TΩh

), r ∈ ∂Ωh

 (3)

where n in Eq.(3) stands for the normal to the corresponding boundary.

T̄ , q, T∞, TΩh
are the specified temperature, heat flux, environmental temper-

ature, and structural temperature on ∂Ωh, respectively, and h is the convec-

tion coefficient.

The inverse problem is to identify the boundary condition as a function

of r ∈ ∂Ω and time from finite number of temperature data. The present

study considers only the heat flux (Eq.(3)2) for the boundary condition.

2.2 Discretization of Boundary Condition

In the authors’ previous study of the inverse elastic analysis [4], the continu-

ously distributed mechanical load (pressure distribution) was approximately

represented by the combination of shape functions and nodal values. The

unknown nodal values were identified from the finite number of strain data

by the inverse operation. In the present study, we use the same method for

the thermal boundary condition.

As shown in Fig.1, the spatially continuous heat flux distribution is ap-

proximated by Eq.(4).

q(r, t) =

Nq∑
i=1

Ni(r)qi(t) (4)

where q is the boundary heat flux and qi is that at the i-th node. Ni(r)’s

are the linear shape (interpolation) functions, and Nq is the number of nodes

for the boundary condition approximation. The advantage of this method is

5

This document is provided by JAXA.



that the DOF of the inverse analysis Nq can be determined independently of

the finite element model so that the stable solution is obtained.

2.3 Incremental Form

Ordinary finite element (FE) formulation yields the spatially discretized form

of Eq.(1).

Cẋ + Kx = R (5)

where x is a vector of nodal temperature of the FE model with the total

number of nodes of Nx, that is,

x(t) = (T1(t), T2(t), · · · , TNx(t))
T . (6)

C and K are the capacitance matrix and the conductance matrix, respec-

tively, and R is the thermal load vector [13].

We rewrite Eq.(5) in the form of Eq.(7) [8].

ẋ = Fx + Gq (7)

where q is a vector of the nodal values of the boundary heat flux in the form

of Eq.(4), thus,

q(t) =
(
q1(t), q2(t), · · · , qNq(t)

)T
. (8)

The initial condition is

x(t0) = (T1(t0), T2(t0), · · · , TNx(t0))
T . (9)

The dimensions of the coefficient matrices F and G are Nx × Nx and

Nx × Nq, respectively.

6

This document is provided by JAXA.



The incremental form of Eq.(7) can be written as [8]

x((k + 1)∆t) = Ax(k∆t) + Bq(k∆t) (10)

where Nx × Nx matrix A and Nx × Nq matrix B depend on ∆t.1

Using the time step k for the time t, we have the following incremental

form.

{
x(k + 1) = Ax(k) + Bq(k)
y(k) = Mx(k)

(11)

where y(k) is a vector of temperature data at time step k, whose elements

are

y(k) =
(
Tm

1 (k), Tm
2 (k), · · · , Tm

Ny
(k)

)T

. (12)

Ny ×Nx matrix M extracts the temperature data at the measurement loca-

tions from x (the full set of temperature at the entire nodes of FE model).

2.4 Solution

In solving Eq.(11) for q(k), x(k + 1) is not known at the time step k, but

y(k + 1) is already available because it is the measured data. Then by

substituting y(k + 1) for x(k + 1), we have

q̃(k) = (MB)+ [y(k + 1) − MAx̃(k)] (13)

1Mathematical representations of the matrices A and B are as follows[8].

A = I +
∞∑

n=1

1
n!

(F∆t)n, B =

{
I +

∞∑
n=1

1
(n + 1)!

(F∆t)n

}
G∆t

We determined these coefficient matrices numerically through the ordinary finite element
formulation with fixed ∆t. Equation(10) is integrated for ∆t (one step) by FEM with
x(0) = (1, 0, · · · , 0)T and q(0) = 0. The result is x(∆t) = (A11, A12, · · · , A1Nx)T . This
process is repeated to determine all components of A and B.
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where q̃(k) is the vector of the estimated boundary heat flux, and

x̃(k) = Ax̃(k − 1) + Bq̃(k − 1) (14)

is the temperature calculated as a response to the boundary condition esti-

mated at the previous steps. Nq × Ny matrix (MB)+ is the pseudo-inverse

matrix of MB.

3 Regularization

Usually, the transient inverse heat conduction problem is ill-posed. The

computational stability is strongly sensitive to the measurement error. Thus

the regularization is inevitable to stabilize the numerical calculation. In this

study, the Sequential Function Specification (SFS) method [5, 6, 14] and

the Truncated Singular Value Decomposition (TSVD) are employed that are

briefly explained in the following subsections. The SFS will be used in the

two-dimensional case, and both SFS and TSVD will be employed in the

analysis of a reentry capsule.

3.1 Sequential Function Specification (SFS)

Sequential Function Specification (SFS) method or Beck’s method adds sta-

bility by considering NF future time steps at step k and making the tempo-

rary (but incorrect) assumption that

q(k) = q(k + 1) = · · · = q(k + NF ). (15)

With Eq.(15), the state equation for the future time steps r(= 1, · · · , NF )
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is consequently written as x(k + r) = Arx(k) +
r∑

j=1

Ar−jBq(k)

y(k + r) = Mx(k + r)

(16)

Finally we have the following equation

Y (k + 1) = Px(k) + Dq(k) (17)

where

Y (k + 1) = (y(k + 1),y(k + 2), · · · , y(k + NF ))T (18)

P =
(
MA, MA2, · · · ,MANF

)T
(19)

D =

(
MAB, M

2∑
j=1

A2−jB, · · · ,M

NF∑
j=1

ANF−jB

)T

(20)

Equation (17) is solved to estimate the unknown heat flux q̃ as

q̃(k) = D+ [Y (k + 1) − P x̃(k)] (21)

where Nq × NF Ny matrix D+ is the pseudo-inverse matrix of D.

3.2 Truncated Singular Value Decomposition (TSVD)

The singular value decomposition (SVD) of the matrix D is written as

D =
R∑

j=1

λjwjv
T
j (22)

where R and λj (j = 1, · · · , R) are the rank and the non-zero singular values

of D (1 ≤ R ≤ min(NF Ny, Nq)), and vj and wj are the normalized eigen

vectors of the square matrices DT D and DDT , respectively. This SVD

yields the pseudo-inverse matrix of Moore-Penrose D+ as[15]

D+ =
R∑

j=1

1

λj

vjw
T
j (23)
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Equations (21) and (23) indicate that small singular values make the

calculation quite sensitive to the measurement error, and as a consequence the

inverse analysis may become unstable. A representative method to overcome

this difficulty is to reduce the rank of the matrix by truncating the small

singular values (TSVD).

4 Two-dimensional Problem

Figure 2 shows the two-dimensional problem. We consider a square plate

ABCD whose side length L, with the following boundary condition.

q(x, y, t) =

 q̂(t), on AA’
−q̂(t), on CC’
0, on other boundary

(24)

and

q̂(t) =


0, 0 ≤ t < t0

Q1

t1 − t0
(t − t0), t0 ≤ t < t1

Q1, t1 ≤ t < t2
Q2, t2 ≤ t < t3

(25)

where the coordinates of A, A’, C, C’ are A(0, 0), A’(L/2, 0), C(L,L), C’(L/2, L),

respectively, and L = 0.5m, t0 = 50sec., t1 = 100sec., t2 = 300sec., t3 =

450sec., Q1 = 50kW/m2, Q2 = 100kW/m2. The heat flux q̂(t) of Eq.(25) is

shown in Fig.2(b) (bold line).

First, the direct finite element analysis was conducted. Then the bound-

ary heat flux was inversely estimated using the temperature data at all nodes

on the boundary ABCD obtained by the direct FE analysis. The artificial

measurement error was considered by adding small random deviation ∆T to

the nodal temperature at each time step. The distribution of ∆T is Gaussian
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where the mean value is zero and the standard deviation is 2 ◦C.

In the inverse analysis, Eq.(4) is used to approximate the unknown spatial

distribution of q with the DOF Nq=80 (20 for each side). The conditions of

the analysis are summarized in Table 1.

Figures 2(b),(c) and (d) show the inverse analysis results. It is found that

the solution is unstable due to the measurement error without regularization

and that the SFS effectively stabilize the calculation. It is noted that the

SFS parameter of NF = 20 was empirically determined.

5 Application to Reentry Capsule

5.1 Piggyback Atmospheric Reentry Technology Testbed
(PARTT)

Japan Aerospace Exploration Agency (JAXA) conducted a conceptual study

of a reentry testbed ”PARTT” (Piggyback Atmospheric Reentry Technology

Testbed). The PARTT was planned to be delivered into orbit as a ”piggy-

back” using surplus payload capacity of a launch vehicle.

Referring to the standard piggyback payload of the Japanese H-IIA launch

vehicle, the weight and the diameter of the PARTT reentry module were

designed to be 40kg and 0.7m, respectively. The materials and dimensions

of the reentry module are summarized in Table 2 and Fig. 3. Details were

reported by Fujii et al. in [16, 17].

5.2 Heat Flux

The heat flux q0(t) at the stagnation point of a 0.7m diameter sphere was

calculated along the nominal reentry trajectory using the Fay-Riddell equa-
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tion as shown in Fig.4(a). This q0(t) will be used as a reference heat flux

history.

The design concept of the PARTT heat shield is that the emission from

the back surface of the shell suppresses temperature increase. An elliptic

cross-section was selected for the sake of this.

The heat flux distribution on the shell at the time when q0(t) in Fig. 4(a)

reaches its peak value was calculated by CFD (computational fluid dynamics)

assuming an ideal gas and axisymmetry (zero angle of attack). The result is

shown in Fig. 4(b) in terms of the distribution function φ(r/r0) which is a

ratio of the heat flux distribution q(r/r0) on the shell to the highest reference

heat flux where r0 is the radius of the shell. The CFD analysis showed that

the aerodynamic heat flux on the shell takes the highest value close to the

edge. By adopting an elliptical shape, the maximum heat flux is reduced to

about 70% of that of a sphere.

For simplicity, the distribution φ(r/r0) was assumed not to change during

the reentry flight. Then the nominal aerodynamic heat flux is calculated by

qn(r, t) = φ

(
r

r0

)
q0(t) (26)

on the front surface of heat shield shell.

The heat transfer between the hot structure and the cold air around the

capsule may be significant at low altitude but is ignored for simplicity.

5.3 Direct Analysis

The temperature data for the inverse analysis was prepared by the direct FE

analysis with the heat flux of Eq.(26). The FE model is composed of 473
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four-nodes axisymmetric elements with 590 nodes as shown in Fig.5.

Figure 6 shows the temperature histories at several points obtained by

the direct FE analysis. The highest temperature takes place near the edge of

the heat shield shell. The high temperature at G is attributed to the emission

from the back surface of the heat shield. Corresponding to q0(t) in Fig.4(a),

the temperatures of the shell and at G decrease after 200 sec. due to the heat

dissipation into the backward structure and emission. On the other hand,

the temperatures at D and F increase after 150 sec. This is attributed to the

radiative and conductive heat coming from the high temperature heat shield.

5.4 Inverse Analysis

We consider the net heat flux qnet which includes the aerodynamic heat flux

on the front surface of the heat shield, the emission into the space and that

from different part of the structure. This is because the present method

does not distinguish these different heat sources. The inverse problem in this

study is to identify the distribution and history of qnet not only on the shell

surface but on the entire outer surface.

Locations of the temperature measurement are the all nodes of the FE

model on the bold lines of Fig.5. The total number of measurement points is

Ny=187. For the approximation of the heat flux distribution, we have Nq=55

in Eq.(4).

The measurement error was artificially added to the temperature data.

This noise follows the Gaussian distribution, whose mean and standard de-

viation are 0 and 20 ◦C, respectively.
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5.5 Results

It was found again that the analysis is unstable due to the measurement

error without regularization. Then SFS and TSVD are employed. The SFS

parameter NF = 20 was empirically determined for the present application

and assumed artificial measurement data. The rank of the matrix D was

reduced from 55 (full rank) to 46 by TSVD. The effects of them will be

discussed in the next subsection.

Figures 7(a-d) show the history of the net heat flux at points A, B, C, and

D in Fig.3. Good agreements are found between the inverse analysis results

and the pre-assumed heat flux histories. Negative heat flux in Figs. 7(a-c)

are attributed to the emission from the heat shield shell. The emission from

the back surface of the heat shield reaches the backward structure, resulting

in the increase of the heat flux in Fig.7(d) after 150sec.

5.6 Effects of Regularization

Figure 8 shows the results at point C with and without TSVD where the

parameter of SFS NF =20. When the rank of the matrix D is not reduced,

the estimation fails. On the other hand, TSVD significantly improves the

estimation.

The singular values (SV) of the matrix D of the present system is shown

in Fig.9 for different NF . It shows that the larger NF results in the larger SV,

hence the robustness is improved. The effect of SFS is shown in Figs.10(a-c)

for NF = 10, 20 and 30, respectively. In these calculations, the rank of matrix

D was truncated to be 46. Corresponding to the observation in Fig.9, it is
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found that larger NF results in less dispersion of the solution. But if we take

too many NF , the estimation goes ahead of the target value.

6 Conclusion

A computational method of the transient inverse heat conduction analysis

was developed based on the discrete state equation formulation. The de-

veloped method has been applied to the heat load identification problems of

the simple two-dimensional plate and the reentry capsule. Time-varying heat

flux distributions were reconstructed from the measured temperature data.

Numerical simulation showed that good estimation can be obtained by

using regularization techniques. Within the present study, a combination of

TSVD and SFS improves the estimation with measurement error.

It should be noted that the criterion for the selection of measurement

points is not clear within the present study. Considering the discussion on

the regularization, one can select the points so that there are as many sin-

gular values as possible beyond the criterion. But at this time, we do not

have mathematically rigorous procedure to determine the proper values of

the regularization parameters. This is of practical importance in the actual

application to design the location of the sensors and to suppress the adverse

effect of the measurement error or noise. Finally, an extension to the non-

linear problem with temperature-dependent material properties is also an

important future issue.
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Table 1: Conditions of Two Dimensional Analysis

Material Titanium
Density 4507 kg/m3

Specific Heat 520 J/kgK
Thermal Conductivity 21.9 W/mK

Initial Temperature T0 0 ◦C, Uniform
Time Increment ∆T 1 sec.
Number of Nodes 2601
Number of Nodes on Boundary 200 (50 on each side)

Measurement Error Gaussian
Mean 0 ◦C
Standard Deviation 2 ◦C

DOF of Inverse Analysis Nq 80
SFS Parameter NF 20
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Table 2: Specifications of Reentry Module

Material Dimensions (mm)

Heat Shield Shell C/C Composite Diameter 700, Thickness 10
Support C/C Composite Diameter 460, Height 80
Insulator Macelite Outer D. 460, Thickness 10
Inner Insulator Rigid Ceramic Tile Diameter 440, Thickness 50
Body Al Alloy Diameter 460, Thickness 10
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Figure 1: Discrete Modeling of Boundary Condition
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(a) 2D Model (b) History of Heat Flux q̂(t)

(c) Heat Flux Distribution on AB at 400sec. (d) Heat Flux Distribution on AD at 400sec.

Figure 2: Inverse Analysis of 2D Plate
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Figure 3: Reentry Module Structure
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Figure 5: Axisymmetric FE Model and Measurement Locations (Nodes on
the Bold Lines)
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(a) qnet at A (b) qnet at B

(c) qnet at C (d) qnet at D

Figure 7: Inverse Analysis Results
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(a) Without TSVD (b) With TSVD

Figure 8: Effect of TSVD at C
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Figure 9: Singular Values of the Matrix D
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(a) NF = 10 (b) NF = 20

(c) NF = 30

Figure 10: Result at C with Sequential Function Specification
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