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ABSTRACT

O The NWT computer system available at the NAL since February 1993 comprises two system administrators,
n processing elements (where n was 140 at the beginning, and is 166 at present) and a crossbar network, and
operates as a distributed-memory message-passing MIMD computer. Each processing element itself is a vec-
tor computer. This paper reports measurements of two pairs of the characteristic parameters, (r., , ny,,) and
(@. .81/, f12), of the NWT with the communication performance between the global and local memory spaces
through the medium of the crosshar network and with MIMD computing in the global memory access, respec-
tively. The significance of the results is interpreted, and several hardware parameters are estimated. The re-
sults in this paper apply only to the NWT system software during the period April to June 1993.
O
Keywords : communication performance, message bandwidth, latency, parallel processing, global memory
access, MIMD computing, synchronization overhead, communication overhead, maximum per-
formance, half-performance grain size, half-performance intensity, NWT
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1.0 Introduction

O A parametric description of the communication perfor-
mance between different nodes of the communication net-
work has been used to characterize the dependence of the
speed of communication on a variety of message length,
using the parameters (r., , ny,,) [3,5,10,11,12,13]. Similarly
the degradation of performance due to synchronization
overheads and bottlenecks in memory access that is in-
curred when programming with MIMD computing has been
described by the prameters, (r., , s1,,) and (@., ,1S 1, f12),
and measured on several parallel computers
[1,2,4,6,7,8,9,10].

O In this paper we apply the same techniques to the perfor-
mance study of the Numerical Wind Tunnel (NWT) com-
puter system available at the National Aerospace Labora-
tory since February 1993. This computer system comprises
two system administrators, n processing elements (where
n was 140 at the beginning, and is 166 at present) and a
crossbar network, and operates as a distributed-memory
message-passing MIMD computer. Each processing ele-
ment itself is a vector computer. The language to describe
parallel processing is the NWT Fortran. Main memories of
the NWT are physically distributed across the processing
elements, but to ease programming, the logical model of
the NWT assumed a hierarchical memory parallel computer
system for programming offers the virtual global space (or
global memory) shared by the selected processing
elememts to users. On the other hand, each local space (or
local memory) is the memory specific to each processing
element. Details about the machine architecture and logi-
cal model of the NWT, the NWT Fortran, communication
and synchronization are shown in Appendix.

O One of the purposes of this paper is to measure the pa-
rameters (r., , ny,,) of the communication properties be-
tween the global and local memory spaces through the
medium of the crossbar network of the NWT. The definiton
of a variation of the COMMS1 pingpong benchmark and
measurements of the parameters are given in Section 2.
The other purpose is to measure the parameters (@., ,[d ,,,

fi2) of the NWT with MIMD computing in the global
memory access. The definition of the (@, ,d,,,, f1,,) bench-
mark and measurements of the parameters are given in Sec-
tion 3. Results obtained in Section 3 are analyzed in Section
4, and the overall performance of the NWT in the global
memory access is estimated in Section 5. The significance
of the obtained results is discussed in Section 6 and 7, sev-
eral hardware parameters are estimated, and compared with
the results obtained in [4]. The obtained results in this pa-
per apply only to the NWT system software during the pe-
riod April to June 1993. The results of an improvement on
the NWT system software will be reported in another pa-
per. By the way, since the benchmark program was run
with other users on the system, we may be not to ensure
the most consistent measurements for the study in case of
the global memory access. Bad results were thrown away,
and reruns were continued until a reasonable result was
obtained. The terminology in this paper follows one in [9].

2.0 Avariation of the pingpong benchmark

0 The test program of a variation of the COMMS1 pingpong
benchmark [5,12,13] is the following reference and assign-
ment operations which are read and write operations in
substance, respectively:

O O reference (read) : AL() O A),

O O assignment (write) : A() O AL(),

where A(l) is in the global memory space and AL(l) is in
the local memory space.

O A message A(l) in the global memory is divided as evenly
as possible between the selected number of processing el-
ements, pe, and is sent from the global memory space to
each local memory space of selected processing elements.
Each processing element returns each partitioned message
AL(I) to the global memory space, immediately that the data
has been received into its Fortran array and is available for
use by each Fortran program. This pingpong exchange is
repeated typically 10,000 times to give a sufficiently large
time interval, and timed by a wall clock on the master pro-
cessing element. Half the time for a single exchange is re-
corded as the time to read a message A(l) or write a parti-
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tioned message AL(l) between the global and local memory
spaces. In these experiments on the NWT computer, the
Fortran code is implemented with repeated loops contain-
ing two pairs of the compiler directives, PARALLEL RE-
GION/END PARALLEL and SPREAD MOVE/END
SPREAD. The SPREAD MOVE and END SPREAD are also
barrier synchronization points in a parallel program.

O The experiment is repeated for a variety of message
lengths, and the time, ¢, to read or write a message of length,
n, between the global and local memory spaces is measured
and fitted by least-squares to the straight line described as
follows [11,12]:

0 ¢0 aod ain. 010

From this equation we can obtain the characteristic param-
eters of the communication properties between the global
and local memory spaces through the crossbar network of
the NWT as follows:

O00¢0 a O message start-up time or latency(u sec),

O0n,0 t%* O specific performance or bandwidth
(MHz)

oo O short-message communication perfor-
mance,

0 0Or,0(1.02420 a,)" 0 maximum or asymptotic perfor-
mance or bandwidth (Mbyte/sec)

oo O long-message communication perfor-
mance,

0 0 n,,0 ag/a,0 half-performance message length(byte)

od O ratio of the best communication band-
width to the worst bandwidth,

where the message start-up time includes the synchroniza-
tion overhead and the time that is required to make pack-
ets for every read or write demands. The former, further-
more, includes the time that is required to specify the start-
ing and ending values of the indices of each array in the
local memory to be used by selected processing elements.
O The actual or average data transfer rate or bandwidth r,

for a message of length n, can be computed from

. Ton .
Urddr, pipe(n/n, )0 Wplpe(nl,zln), 020
where
O pipe(x)0 1/(10 x" YO pipeline function. 03d

0 Table 1 shows measurements of the characteristic pa-
rameters of the communication performance for the data
transfer of the NWT when ped 10 16. Figure 1 shows (a)
the message-transfer timing relations as a function of n on
the NWT for ped 10 16, (b) the actual transfer rates as a
function of n/n,,, (c) the maximum transfer rate against
pe, (d) the half-performance message length against pe, and
(e) the start-up time of data transfer against pe. The solid
lines in Figure 1 (c) and (d) show the linear fits

U7, 07.5543900 10%pe (Mbyte/ sec), 040
0 n,0 O 8.3155420 10*0 1.8341190 10°pe (byte),0 50

respectively, and the solid line in Figure 1 (e) shows the
following approximate fit function obtained from (1), (4)
and (5)

0 ny,0 O 8.3155420 10*0 1.8341190 10°pe (byte),0 60

where this is the time included synchronization overheads,
and the data transfer overhead only in Figure 1 (e) is the
time subtracted the values of synchronization overheads
forped 10 16 that were obtained in [4].

0 The above parameters give rise to the complete formula

for the timing relation

4.18557600 10" 0
pe

1.2624110 10"°
pe

0 2.3154120 10° 0

0 gro

ooooooooo n ( sec).

Table 1 The characteristic parameters for the data transfer of the NWT.

1 ay(psecfbyte) “ roo(Mbytefs) l

ro(MHz) | nipbyte) |

7.262842 * 107

4.779269 % 10~3

1.593474 = 10°

1.508637 = 107

4.566823 % 103

3.463940 = 10°

2.986883 = 10°

4.550437 % 10~°

6.882797 « 10°

5978962 « 107

4.436488 x 107

1.413144 = 10%

l?c 1 ap(psec)
1 2.092370 » 107 | 1.313087 %107
2 2.189706 = 107 | 6.321431 %10~ *
4 2.197591 » 10% | 3.192875= 10" %
8 2.254035 » 107 | 1.595050 % 101
16 || 2.290076 = 107 | 7.862036 = 10~*

1.213012 = 10*

4.366667 » 10~

2.912828 » 10°
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Fig. 1 The pingpong benchmark test (pe 0 10 16).
(a) The timing relations as a function of message length.
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Fig. 1 The pingpong benchmark test (pe 0 10 16).
(b) The actual data transfer rates as a function of message
length.
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Fig. 1 The pingpong benchmark test (pe 0 10 16).
(c) The maximum data transfer rate against the number
of processing elements.
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Fig. 1 The pingpong benchmark test (pe 0 10 16).
(d) The half-performance message length against the num-
ber of processing elements.
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Fig. 1 The pingpong benchmark test (pe 0 10 16).
(e) The start-up time of data transfer against the number
of processing elements.

3.0 The (&, , 8,,, f,,) benchmark

O The test problem which we call the (#.,,s,,,, f1,,) bench-
mark is dyadic and triadic operations as follows:

O Odyads: A O B() O CW),
OO triads:A() O B()O CWU)O D).

Two data (B(I) and C(1)) or three data (B(l), C(l) and D
(1)) in the global memory are divided as evenly as possible
between the selected nhumber of processing elements pe,
and are sent from the global memory space to each local
memory space of selected processing elements. Each pro-
cessing element performs each work of a dyadic or triadic
operation immediately that the data has been received into
its Fortran array and is available for use by each Fortran
program, and returns each result to a Fortran array A(l) in
the global memory as soon as possible after completion of
execution. In these experiments on the NWT computer
system, the Fortran code is implemented with insertion of
three pairs of the compiler directives, PARALLEL REGION/
END PARALLEL, SPREAD MOVE/END SPREAD and
SPREAD DO/END SPREAD. The SPREAD MOVE,
SPREAD DO and END SPREAD are also barrier synchro-
nization points in a parallel program.

O First of all we introduce the following parameter £, which

plays an important part in the (@, ,&,,,, f1,,) benchmark:

Uf0 s/m, 080

where

0 0Of0 computational intensity (flop/1/0 word)
O number of floating-point operations in a process-
ing element per word transferred to it,
0 O s 0 amount of computational work in the parallel sec-
tion (flop),
0 O m O number of 1/0 data words in the parallel section
(170 word).

In the above-mentioned dyads there are three data trans-
fers for every multiplying operation, hence f00 1/3. Simi-
larly f0 1/2 in case of the triads. In the (#, [3,,,, f1,.) bench-
mark, f'is varied by repeating the arithmetic assigned to
each processing element 3f times (dyads) or 2f times
(triads).

O We repeat the experiment for a variety of the computa-
tional intensity /, and measure the elapsed time ¢, for a single
parallel section as a function of the amount of computational
work s in the parallel section measured in floating-point
operations and fit the results by least-squares to the expres-
sion [9,11]

DtDa0Da1S. 090

From this equation we can obtain the characteristic param-
eters with MIMD computation in the global memory ac-
cess for parameter f as follows:

O00¢0 ay O set-up plus pipeline start-up plus syn-
chronization plus communication start-
up time (U sec)

O time for null job when s m O 0, which
is dependent on both the hardware and
software (i.e. operating system and
compiler),

O00m,0 ¢8O specific performance (Mflop/sec),

O0r,0 @, 0O maximum or asymptotic performance
degraded by communication delays
(Mflop/sec),

0 O sy, O a/a, O half-performance grain size (flop)

O amount of maximum possible arithmetic

operations lost during synchronization
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and communication start-up,

where the communication start-up time is the time that is
required to make packets for the message-passing data
transfer and other overheads.

O The actual or average performance r, is given by the pipe-

line function as follows:

U rOr, pipe(s/sis). 0100
O Table 2 shows measurements of the characteristic pa-
rameters with MIMD computing in the global memory ac-
cesswhenped 10 16 and fO 1/3 or 1/72 0 11. Figure 2
shows the timing relations as a function of the amount of
arithmetic operations for parameter f when pe 0 16.

Table 2 The characteristic parameters of the NWT with parameter f.
(@peO 1

l f H operation ” ao(psec)

] ay(psecf flop) ” roo(M flop[s) i

wo(Mflop/s) | s1pa(Flop) ]

5.852505 = 107

1.866207 = 10™°

3.136043 = 10

8.292830 = 101

1.706992 + 10~°

4.858154 = 107

1.332443 » 102

1.866207 = 10~3

7.139844 » 107

1.451138 » 107

1.706992 » 10~7

8.501143 « 107

2.382685 * 107

1.866207 = 1073

1.276753 « 10°

2.915127 = 102

1.706992 » 10~3

1.707757 « 105

2.810472 = 107

1.866207 » 10~3

1.505981 = 105

3.581761 = 107

1.706992 * 10~3

2.098288 % 10°

3.048322 = 107

1.866207 « 10~3

1.633432  10°

3.985533 = 107

1.706992 = 103

2.334828 « 10°

3.191317 » 10%

1.866207 » 10~3

1.710055 = 10°

4,245061 = 107

1.706992 + 10~

2.486866 = 10°

3.255718 = 10?2

1.866207 » 10~3

1.744564 » 10°

4.432396 * 10°%

1.706992 « 107

2.596612 « 10°

(b)ped 2

T ay1(psec] fiop) || roo(M flop/s)

[ _mo(Mslop/s)

-’1/2(ﬂ°?)

1.117899 = 107

1.830378 « 103

6.107476 » 101

1.683361 = 10°

1.659142 = 10~°

1.014597 + 10

2.591317 = 10°

1.830378 « 10~°

1.415727 = 10°

2.748055 » 107

1.659142 » 107

1.656311 = 10°

4.622587 « 107

1.830378 x 10~7

2.525481 = 10°

5.711955 = 107

1.659142 « 10~°

3.442715  10°

5.520098 * 10¢

1.830378 » 10~°

3.015823 = 10%

7.034659 = 107

1.659142 » 10~°

4.239937 = 10°

5.955515 % 107 -

1.830378 = 107°

3.253707 = 10°

7.826355 » 107

1.659142 = 10~°

4.717109 = 10°

6.234791 » 107

1.830378 » 107

3.406285 = 10°

8.335230 = 107

1.659142  10~°

5.023818 = 10

6.490813 % 107

1.830378 x 1077

3.546159 % 10°

1/3 || dyedic op. || 5.358462 « 107 | 1.708670 = 102
1/2 | triadic op. || 5.858259 « 107 | 1.205861 » 107
. dyadic op. || 5.358462 « 107 | 7.505013 = 103
triadic op. || 5.858259 x 107 | 6.891143 % 103

3 dyadic op. || 5.358462 + 107 | 4.196946 x 10~7
triadic op. || 5.858250 « 107 | 3.430382 = 103

5 dyadic op. || 5.358462 « 107 | 3.558121 = 10—>
triadic op. || 5.858259 = 10° | 2.701923 * 10—~

; dyaedic op. || 5.358462 = 107 | 3.280403 = 103
triadic op. || 5.858259 « 107 { 2.509075 »:10™3

9 dyadic op. || 5.358462 » 107 | 3.133503 = 103
triadic op. || 5.858259 « 107 | 2.355679 = 103

» dyadic op. || 5.358462 « 107 | 3.071519 = 103
triadic op. || 5.858259 « 107 | 2.256116 103

[ 7 || operation | ao(usec)

1/3 |l dyadic op. || 5.463351 » 107 | 8.945350 » 10~
1/2 || triadic op. || 6.027210 « 107 | 5.940494 » 10>
1 dyadic op. || 5.463351 « 10% | 3.859042 * 103
triadic op. || 6.027210 » 107 | 3.638937 + 10>

3 |L2vedic op. || 5.463351 . 10% | 2.163291 « 10~°
treadec op. || 6.027210 « 10?2 | 1.750714 « 107°

5 dyadic op. || 5.463351 « 107 | 1.811562 « 103
triadic op. || 6.027210 % 102 | 1.421533 = 1075

7 dyadic op. || 5.463351 % 107 | 1.679116 x 103
triadic op. || 6.027210 = 10% | 1.277734 = 10~°

9 dyadic op. || 5.463351 « 107 | 1.603903 » 107
triadic op. || 6.027210 « 107 | 1.199727 x 103

11 || _dvadic op. || 5463351 « 102 | 1.540639 % 107
triadic op. || 6.027210 = 107 { 1.153695 » 10~7

8.667802 » 107

1.659142 = 107>

5.224266 = 10°

(c)pe O

4

rf H operation H

ag(usec)

at(psecf flop)

I

roo(M flop]s)

wo(M flop/[s)

s172(flop)

2.273492 = 10*

1.818736 » 10~°

1.250040 = 10

3.385674 = 107

1.659806 % 103

2.039800 » 10°

5.363081 » 107

1.818736 = 10~

2.948796 = 10°

5877613 x 107

1.659806 = 10~

3.541144 « 10°

9.248521 » 107

1.818736  10~3

5.085137 = 10°

1.123083 « 10°

1.659806 « 10~3

6.766350 = 10°

1.097518 = 10°

1.818736 » 10~9

6.034513 + 10°

1.387596 = 10°

1.659806 » 10~3

8.359989 + 10°

1.192729 % 107

1.818736 « 103

6.558014 = 10°

1.549531 % 10°

1.659806 » 107

9.335614 = 10°

1.257129 = 10°

1.818736 = 10~3

6.912106 » 10°

1.653082 = 106°

1.659806 = 10—3

9.950485 = 10°

1.296026 = 10°

1.818736 103

7.125870 » 10°

1/3 | dyadic op. || 5.498325 « 107 [ 4.398520 » 102

1/2 || érvadic op. || 6.024799 + 107 | 2.953622 = 107

. dyadic op. || 5.498325« 107 | 1.864600 * 10~7

triadic op. || 6.024799 « 107 | 1.701371 » 10~7

3 dyadic op. || 5.498325« 107 | 1.081254 « 103
triadic op. || 6.024799 = 107 | 8.904061 = 101

5 dyadic op. || 5.498325 » 107 | 9.111465 » 101

triadic op. || 6.024799 » 10 | 7.206707 « 101

7 dyadic op. || 5.498325 =107 | 8.384131 « 10~1%
triadic op. || 6.024799 = 107 | 6.453565 = 10~

9 dyadic op. || 5.498325« 107 | 7.954631 « 101

triadic op. || 6.024799 « 107 | 6.049308 » 101

1 dyadic op. || 5.498325 % 107 | 7.715897 = 10~7%

triadic op. || 6.024799 = 107 | 5.788175 » 10~1

1.727660 * 10°

1.659806 = 10~7

1.040881 » 10°
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(d)ped 8

T

f=1/2

f=1

wTTT W
o~ W

=

107

I 1 || operation " ag(psec) ] ay (psecf flop) || roo(M flop/s) [ =o(Mflopfs) j sy 12( flop) I
1/3 ]| dyadic op. J[ 5.573111 « 107 | 2.304755 « 10" |[ 4.338856 » 107 | 1.794330 + 10~ [ 2.418093 = 10°
1/2 | triadic op. |{ 6.155499 « 10* | 1.498470 « 10~° || 6.673474 « 107 | 1.624564 « 10~> | 4.107856 = 10°
1 dyadic op, |[ 5573111 107 | 1.015463 « 10=7 |[ 9.847725 » 107 [ 1.794330 » 10~3 | 5.488246 % 10°
triadic op. |[ 6.155499 « 107 | 8.445490 » 10~" |[ 1.184064 = 10° | 1.624564 = 10~ | 7.288504 * 10°
3 dyadic op. || 5.573111 % 107 | 5.681015 «10~F | 1.760249 » 107 | 1.794330 » 10~% | 9.810062 « 10°
triadic op. || 6.155499 % 107 | 4.392422 + 10~ || 2.276648 +« 10° | 1.624564 « 10~ [ 1.401391 « 10°
5 dyadic op. || 5.573111 » 107 | 4.672316 + 10~* [| 2.140266 + 10° | 1.794330 « 10~7 | 1.192794 » 10°
triadic op. || 6.155499 « 107 | 3.560626 = 10~ || 2.808495 % 10° | 1624564 » 10~ | 1.728769 « 10°
; |ldvedic op. || 5.573111 « 107 | 4.289453 « 167 || 2.331300 = 10% | 1.794330 « 1077 | 1.299259 « 10°
triadic op. || 6.155499 = 107 | 3.150848 « 107 | 3.173749 » 10° | 1.624564 « 10~3 | 1.953601 « 10°
9 dyadic op. || 5.573111 « 107 | 4.015839 = 10~ || 2.490140 » 10° | 1.794330 « 10~3 | 1.387782 « 10°
triadic op. || 6.155499 « 107 | 2.956608 = 10~ |[ 3.382254 » 10”7 | 1.624564 « 103 | 2.081946 = 10°
11 |lLdvadic op. || 5.5731114 107 ] 3.906035 « 10~ || 2.560141 « 107 { 1.794330 « 10™3 | 1.426795 x 10°
triadic op. || 6.155499 « 107 | 2.834716 x 107 || 3.527690 » 107 | 1.624564 « 10™7 | 2.171469 = 10°
(e)pe O 16
[ 5 T operation ]| ao(psec) ay{psec] flop) [ roo{Mflopfs} | =o(Mflop[s) | s1/2(flop) |
1/3 || dyadic op. || 5.636702 « 107 | 1.152806 = 10~ || 8.674486 = 107 [ 1.774087 » 10~ | 4.889549 = 10°
12 |j triadic op. || 6.114180 = 107 | 7.706485 » 101 || 1.207608 » 10° | 1.635542 » 10~~ | 7.933812 « 10°
dyadic op. || 5636702 = 107 | 4.750824 = 10—7 |} 2.104898 » 10° | 1.774087 » 10~ 7 [ 1.186468 « 10°
1 triadic op. || 6.114180 = 107 | 4.236324 « 10~ |[ 2.360537 « 10° | 1.635542 « 103 | 1.443275 = 10°
dyadic op. || 5.636702 » 107 | 2.669454 x 10~3 || 3.746084 » 10° | 1.774087 « 107 | 2.111556 = 10°
3 Weriadic op. || 6.114180 % 107 | 2.229791 « 10-7 || 4484725« 10° | 1.635542 % 10~ | 2.742042 « 10°
dyadic op. || 5.636702 « 102 | 2.258583 = 10+ || 4.427555 » 100 | 1.774087 « 10~ | 2.495681 = 10°
® triadic op. || 6.114180 » 107 | 1.788920 = 101 || 5.589965 + 10° | 1.635542 « 10~ [ 3.417805 « 10°
dyadic op. || 5.636702 + 107 | 2.081038 = 10-7 || 4.805294 « 107 | 1.774087 » 10~7 | 2.708601 « 10°
7 triadic op. || 6.114180 + 102 | 1.610078 = 107 || 6.210879 « 107 | 1.635542 « 103 [ 3.797443 = 10°
dyadic op. || 5.636702 = 107 | 2.016318 » 107 || 4.959535 » 10° | 1.774087 « 10™° | 2.795542 » 10°
9 triadic op. || 6.114180 » 102 | 1.502826 = 10~ 7 || 6.654130 « 10° | 1.635542 « 10> | 4.068455 = 10°
dyadic op. || 5.636702 = 107 | 1.937937 « 107 || 5.160126 » 107 | 1.774087 = 10~° [ 2.908610 » 10°
0 eriedic op. || 6.114180 « 10% | 1.436749 =10~ % || 6.960158 « 10° | 1.635542 « 10~° | 4.255566 » 10°
e AL L AL S R AR 1=1/3 IS B N R B R
* measured » measured
—fit (linear} 10 — fit (linear)
104 - — =1 i
o =3 [
- £3 -
g i 3
“ -
=
10 0%
RS TN BRI T T BTN
10% 10° 108 107 10% 105 108
s {flop) s (flop)

Fig. 2 The @. .., fi,) benchmark test with parameter f

(pe O 16)

(a) dyads

Fig. 2 The @.,s,,,, fi,,) benchmark test with parameter f
(pe O 16)

(b) triads
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4.0 Analyses of results of the (2., , 8, f,5)
benchmark

O Since arithmetic and communication cannot be over-
lapped in time, the time ¢ of (9) can be separated the set-up
plus pipeline start-up plus synchronization plus communi-
cation start-up, communication, and calculation parts of the
time as follows:

U ¢t ¢ tmO s, 0110

where

O 0¢ 0 time for null job whens 0 m O 0 (u sec),

0 O¢c O time per 1/0 word on average (U sec),

0 0O¢ 0 time per floating-point arithmetic operation on

average (U sec).

From (9) and (11), we obtain the following equation:

0 as0 7 'sO tamO tas, 0120
from which
O r, 0 @, pipe(f/fie), 0130

where

00B,0 1/t, O peak maximum performance (Mflop/
sec)
O inverse of the arithmetic time,
00 f.,,0 ¢/t, 0 half-performance intensity (flop/1/0
word)
O ratio of the communication time to the

arithmetic time.

0 On the other hand we can obtain the following equation
from (9) and (11):

O aod 0 7';131/2; 0140
hence from (13)
o S1720] 1/zpipe(f/f1/z), 0150

where

0 0ME,,0 t/t, 0 peak half-performance grain size (flop)
O ratio of the synchronization time to the

arithmetic time
O peak possible arithmetic lost during syn-

chronization and communication start-up.

Table 3 The characteristic parameters of the NWT with MIMD computing in the global memory access (pe 0 10 16).

@) f/r, versusf.

[ pe [[ operation ||

ag(psecfw)

T a1 (usec/flop) || 7ealM flop[s) | J172(flop[w) |

dyadic op. || 4.813236+ 103 | 2.602747 » 10~7 |[ 3.842095 « 107 | 1.849291 « 107
VM riadic op. || 5.045908 « 10-° | 1.792651 % 10~ || 5.578331 = 107 | 2.814774 » 107
dyadic op. || 2.542006 = 107 | 1.313694 + 107> || 7.632123 « 107 | 1.935006 = 107
2 triadic op. || 2.571595 » 10—3 | 9.150726 « 10~ 7 1| 1.092809 « 107 | 2.810263 = 107
4 |[Lduedic op. || 1.241929+ 10~% [ 6.592441 %101 || 1.516889 + 10 | 1.883868 « 107
triadic op. || 1.253582 » 10~ ° | 4.659327 = 10~ || 2.146233 » 10° [ 2.680479 = 107
8 dyadic op. || 6.881063 « 101 | 3.281024 10" [ 3.047829 « 107 | 2.097230 » 10°
triadic op. || 6.334515 « 10~ % | 2.258190 = 10~ || 4.428325+ 10° | 2.805129 = 107
16 dyadic op, || 3131483 10~ * | 1.651551 » 10~* [l 6.054914 = 107 | 1.896090 » 107
triadic op. || 3208815+ 10~ % | 1.146905+10~7 |[ 8.719118 « 10° | 2.797804 + 10
(b) f/s,,, versusf.
(pe [[ operation | eo{flopjw) [ ar(fflop) I 3142(flop) T f1sa(flop/w) |
dyadic op. || 8.982354 10 © | 4.857277 » 1077 || 2.058767 » 10° | 1.849257 « 107
1 triadic op. || 8.613319 % 10~ ° | 3.060048 » 16~° || 3.267923 » 10> | 2.814766 = 107
dyadic op. || 4.653150 = 10-° | 2.404507 10~ | 4.158857 « 10™ | 1.935178 » 10
2 triadic op. || 4.266768 = 10-° | 1.518264 « 10~7 || 6.586470 « 10° | 2.810294 » 107
dyadic op. || 2.259059  10~° | 1.198954 + 10™° || 8.340604 « 10° | 1.884192 « 107
1 riedic op. || 2.080698 « 10-° | 7.733730 » 107 || 1.293037 » 10% | 2.690420 + 10°
dyadic op. || 1.234421 « 10~° | 5.887775 = 10~ 1.698434 » 105 | 2.096583 « 10°
8 |Mriedic op. || 1.028971 « 10—F | 3.668824 = 10~ || 2.725669 » 10° | 2.804634 « 107
dyadic ap. || 5.5657034 % 10~ | 2.929589 = 10~ 7 || 3.413448 « 10% | 1.896865 = 107
16 | friadic op. || 5.247379 » 10— 7 | 1.875845 + 10~ || 5.330931 « 105 | 2.797341 = 107
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+ pe=1
© measured
0.03 - — fit (linear)
=)
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£ 002r
H
@
2 pe=2
i
001 |
« pe=4
/// pe=8
/ // (‘.—/lr_,‘IJ
T — pe=16
A e e et S IR [ T T B
Q 5 10
f {flopfword)
Fig. 3 f/r, versusf(ped 10 16).
(a) dyads
« measured pe=1
- fit (linear)
0.02
i
=
z
o
&
2 pe=2
K
T ooth
/ pe=4
P T
// 7/'//’/' P pa=8
T e
e B S R N I [
[4] 5 10
f (flopfword)

Fig. 3 f/r, versusf(ped 10 16).
(b) triads

Equations (13) and (15) can be rewritten in the following

forms:
O f/r,0 B, (A0 fi12), 0160
0 f1sy,,0 Elm/;(ﬂ] fi2), 0170

From these equations we can finally compute the values of
the parameters ([@., ,sl,,,, f1,2), Which is easy because both

equations are linear for the computational intensity f.

81078

+ measured
— fit (linear)

1,2 (flopiword)
5
2
&

/ /’A_//*_f_,. pe=8

/ / s pe=4
|~
I

o I
/ .5 |
L T T 1 1 [
0 5 10
f (flop/word)

Fig. 4 f/s,,versusf(ped 10 16).

(a) dyads
5041077
+ measured
~~fit {linear) pe=1
v
Q
ES
o
2 25M075
o
3 pe=2
S pe:4
/ -
/.4/
/ T o .pe8
//;,r—/"f’::‘k:ff _ . pe=16
e T T T
0 5 10
1 (flop/word)

Fig. 4 f/s,,versusf(ped 10 16).
(b) triads

O Table 3, and Figure 3 and 4 show measurements of the
characteristic parameters (@., ,[s,,,, fi,,) of the NWT with
MIMD computing in the global memory access when pe
0 10 16, and fits to the following expressions:

O f/r,0ald aif, 0180
g f/81/2D (IOD alf, 0190
respectively.
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5.0 Estimations of the overall
performance of the NWT

O In order to estimate the characteristic parameters (@., ,
(S1/2, f12) for pe 0 10 128, we performed experiments cor-
responding to f0 1/3 (dyads) and f 00 1/2 (triads) for the
benchmark program mentioned in Section 3. Table 4 shows
measurements of the parameters (@, ,[d,,,) and estimations
of the parameters (&, ,[d,,,) of the NWT with MIMD com-
putation in the global memory access, where the values of
f1,» are the average values of f,,, in Table 3, and the values
of the parameters (@., ,s,,,) are computed from (13) and
(15), respectively.

O Figure 5 shows the variation of maximum performance
r, in Table 4 as a function of the number of processing
elements pe. Solid lines show the linear fits

TECHNICAL REPORT OF NATIONAL AEROSPACE LABORATORY TRO1362T

When peld 1, the value of s,,, is about 110 times as large as
one of n,,, in Table 1 (b) of [4], and about 3 times of the
value of s,,, in Table 2 of [4].

O Figure 7 shows the variation of set-up plus pipeline start-
up plus synchronization plus communication start-up time
t, (O a, in Table 4) as a function of pe. These approximate
fit functions are obtained from (14), (20), (21), (22) and (23)

as follows:

dyads0 t,0 5.2611190 10°0 1.2463270 10°pe

a 0 240
00000000000008.0207020 10%pe (i sec),

triads0 ¢,0 5.7407140 10°0 1.4079780 10°pe -
Y 000000000000 11854380 10Ype i sec).

O The above parameters give rise to the complete formu-
las for the timing relations

O dyadsO r,,0 5.8576130 10"pe (Mflop / sec),

O triadsO r,, 0 8.6194800 10"pe (Mflop / sec),

0200

0210

Similarly Figure 6 shows the variation of half-performance

grain size s,,,in Table 4 as a function of pe. Solid lines show

the quadratic fits

dyads( s,,,0 4.6982170) 10°0 308176001 10°pe

0
000000000000007.3005030 10'pe? (flop),

triads0 s, ,,0 0 1.0217860 10’0 49481970 10'pe

O
0000000000000001.2136040 10%pe’ (flop),

0220

0230

dyadsO t[15.2611190 10°0 1.246327pe

gboooooobo

gbobooboooobooog

8.020702
T n
pe
1.7071800 10™?

pe

triads0 t[ 5.7407140 10°0 1.407978pe

gbobooooobo

gbobooooobo

1.1601630 10™*

1.18543801 10"

pe

pe

0 260

s (U sec),

0270

s (u sec),

O From (10), (13) and (15) we can obtain the following equa-

Table 4 The characteristic paramenters of the NWT with MIMD computing in the global memory access (pe 0 10 128).

["pe |l operation | ag(usec) [ arlesec/flop) [ roo(Mflopfs) [ si,20flop) [l Feo(Mflop/s) [ 31,2(flop) | Ty 2{flop/w) |
) dyadic op. || 5358462« 107 | 1.708670 = 1077 |[ 5.852505 « 107 | 3.136043 « 10' || 3.977987« 107 [ 2.131590 « 10° | 1.932356 « 100
triadic op. || 5858259 « 107 | 1.205861 10" > || 8.292830+ 107 | 4.858154 = 107 || 5.446052 % 10° | 3.190438 « 10° | 2.783590 « 107
. dyadic op. || 5.463351 « 107 | 8.945350 % 10™° || 1.117899 + 107 | 6.107476 » 10° || 7.598436 « 107 | 4.151293 « 10° | 1.932356 « 100
triadic op. |[ 6.027210 = 10° | 5.940494 « 10~ || 1.683362 = 10° | 1.014597 = 10> || 1.105494 + 10° | 6.663042 » 10° | 2.783590 # 10V
4 dyadic op. || 5.498325 = 107 | 4.398520« 10~° || 2.273492 + 107 | 1.250040 » 10° || 1.545308 « 10° | 8.496607 « 10° | 1.932356 « 107
triadic op. || 6.024799 « 10% | 2.953622+ 10~ > || 3.385674 » 102 | 2.039800 « 10° || 2.223433 + 107 | 1.339574 + 10° | 2.783590 « 107
s dyadic op. || 5.573111 = 10% | 2.304755« 1077 || 4.338856 » 10% | 2.418093 « 10° [i 2.949150 % 10° { 1.643594 s 10° | 1.932356 = 107
tricdic op. | 6.155499 = 10° | 1.498470 « 10~ ° || 6.673474 = 102 | 4.107856 « 10° || 4.382591 « 107 | 2.697703 + 10° | 2.783590 « 107
16 |lduadic op. || 5636702« 107 | 1.152806 « 107> || 8.674486 « 10° | 4.889549 ¢ 10° |[ 5.896107 » 10° | 3.323460 » 10° | 1.932356 « 107
triadic op. || 6.114180 « 10° | 7.706485 « 10~ || 1.297608 » 10° | 7.933812=10° || 8.521627 « 10° | 5.210278 « 10° | 2.783590 « 10
32 ||dyedicop. [l 6.121628 % 10° | 5.614663 ¢ 10~ |l 1.781051 « 10° | 1.090293 » 10° || 1.210592 « 10 | 7.410796 « 10% | 1.932356 « 107
triadic op. |[ 6.503874 « 107 | 3.890572+ 10" || 2.570316 % 10° | 1.671701 « 10° |[ 1.687973 « 10" | 1.097836 « 107 | 2.783590 = 107
64 ||_dvadic op. || 6.2237804 107 | 2.751105+ 10~ || 3.634903 » 107 | 2.262284 « 10° [| 2.470668 « 10° | 1.537690 « 107 | 1.932356 = 10
triadic op. || 6.773932« 107 | 1.831644 » 10~ ' || 5.459576 = 10° | 3.698280 = 10° || 3.585402« 107 | 2.428727 « 107 | 2.783590 « 107
128 |Ldyadic op. | 6.775643x 107 | 1.317650+ 107" | 7.589269« 10° | 5.142218 » 10° || 5.158478 » 10% | 3.495201 « 107 | 1.932356 » 10°
triadic op. |1'7.477181 « 107 | 8992630« 1077 || 1.112022 « 10° | 8.314788 « 10° || 7.302850 « 107 | 5.460472 « 107 | 2.783590 » 107
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tion for the actual or average performance, r, with MIMD

computing in the global memory access:

0 rO @, pipe(f/fi2)pipe(s/si2)0 0 2800

M,
10 @S1/2/8)0 (fire/ f)

where the first term in the denominator comes from the
arithmetic time, the second term comes from the synchro-
nization time and the third term comes from the communi-
cation time. Equation (28) gives the degree of degradation
of the peak maximum rate due to synchronization and com-
munication delays, and inadequate grain size.

O Figure 8 shows (a) the timing relations as a function of
the amount of arithmetic operations and (b) the actual rates
as a function of the arithmetic operations, when pe 0 10

128.

T triads
104 ] ¢=112)
F + measured 3 (‘2??35)
i —fit (linear) )
)
g 108 ]
a.
8
2
&

Lol

100 10! 102
pe

Fig. 5 The maximum rates against the number of process-
ing elements with MIND comuting in the global

memaory access.

L e S T T T triads

f 1 #=172)
- measured dyads
— fit (quadratic) 1 (=113}

e il

sy.e (flop)

L L M| L . I |
100 10’ 10%
pe

Fig. 6 The half-performance grain size against the number
of processing elements with MIMD comuting in the

global memory access.

T T T T T T T LA S S B B

+ measwed /

— formula

700

LN B S B

g (4 sec)

triads(f=1/2)
—
- -
- -
- AT
600 -
[ triads(f=1/2;

- dyads{f=1/3)_—" _

: M T S T s L |

10° 10! 102
pe

Fig. 7 The start-up time against the number of processing
elements with MIMD comuting in the global

memory access.
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T T T T T T T T T T T dyads
=173
/| triads
- measured(dyads) /R (=12)
107 o measured|triads) / /
F — fit (finear) ¢/
L /
- / /
Iy
- ld
.
i
g
[
w
¢ L
1%
Ll Lo aand Lol L NIRRT
107 107 108
s (flop)

Fig. 8.1 The (@.,,5,,,, fi,,) benchmark test (pe O 1).
(a) The timing relations as a function of the amount of arith-

metic.
r+~=8,282830*10" (triads)
801

e ———— Triads
(F=1/2)

0l . r=5.85250510 (dyacs)

dya

s iy

* ,/ . //’///
7
40 S
r/’/
f’/

r {(Mflop/sec)

i
,‘/‘/ 51/2:3.136043*104 (dyads) © measured
! 51/2-4.858154*10° (Iriads) — formula
201
i
At b e bl berrere gl
200000 400000
s (flop)

Fig. 8.1 The (@.,,,,, fi/») benchmark test (pe O 1).
(b) The actual processing rate as a function of the amount

of arithmetic.

L 1
/ triads
+ measured{dyads) /.' (f=1/2)
104+ o measured(triads) 7
r — fit (linear) / /
)
@
0
3 L
103
I jﬁ;—_;j'
sl L ool ol Ll
102 10* 108
s (flop)

Fig. 8.2 The (@.,,8,,,, fi,,) benchmark test (pe O 2).
(a) The timing relations as a function of the amount of arith-

metic.
r.=1.683362*10° (triads)
___. lriads
o1 T (=1/2)
r-=1,117899*10% (dyads)
=
B s
_ _ . dyads
T F=1/3
5 100 - s
b ! - e
_L2 — - o
g ;o
2
$12=6.107476*10" (dyads) + measured
512=1.014597*10° (triads) — formula
L
J
L 1 L I 1 I ) | | |
o L ,
s {flop) (109

Fig. 8.2 The (.,,d,,,, f1,») benchmark test (pe O 2).
(b) The actual processing rate as a function of the amount

of arithmetic.
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e i A e gz«;ﬂ?;)
/’ triads
+ measured(dyads) /7 #=1/2)
4 o measured|(triads)
10 _’-_ — fit (linear)
g
Ll
W
& L
/,
] //
1071 /
L e
[ - //%
I —
; 3 .
IRUTT| R AR R | Ll Loyt ol L
102 10% 108

s (fiop)

Fig. 8.3 The (@.,,s,,,, f1,,) benchmark test (pe O 4).
() The timing relations as a function of the amount of arith-
metic.

r.=3.385674*102 (triads)

; i triads.
300~ e (=172)
C -
C 1e,=2.273492*10° (dyads)
_ .. — dyads
_ b e T T T T (f:y1/3)
& 200 -
5] - / °
g B / s
2 r/
= £ /7
[ F " //
= /J"/
L
100F i/ 5142=1.250040%10° (dyads) + measured
_jif 51,2=2.039800%10° {triads) — formula
L
| 1 1 I 1 1 ] |
Q 5 J0
s {flop) [2x107]

Fig. 8.3 The (@.,d,,,, fi,,) benchmark test (pe O 4).
(b) The actual processing rate as a function of the amount
of arithmetic.

dyads
T — T T y:
T T T / (f=1/3)
/ N
- measured (dyads) / (t;ljc};)
104 o measured(triads)
o — fit {linear)
I
o
@
g L
0%
ol ca el Lol vl L
102 10% 108
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Fig. 8.4 The (@,,,d,,,, fi,,) benchmark test (pe O 8).
(a) The timing relations as a function of the amount of arith-

metic.
1e:=6.673474*102 (triads)
C _ . triads
600~ R i)
B . 1-=4.338856*10° (dyads)
: //l
I~ . ___ dyads
g Ao NS b {F=1/3)
Q — . -
3
d -
g L
= C
200 I~ 51,2:2.418093*105 {dyads) » measured
- 51,2=4.107856*10° (triads) —formula
] 1 1 ] ] 1 I i L |
[ 5 d0
s (flop) [4x107]

Fig. 8.4 The (@, s,,,, fi,;) benchmark test (pe O 8).
(b) The actual processing rate as a function of the amount
of arithmetic.
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UL L B L B L] B LAY (?Z?f;f)
I // triads
- measured(dyads) /f {=1/2)
o measured(triads) / /
104 — fit (linear) / /

T T T
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10°

T

Ll M ETETT] Lo

10* 10°
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Fig. 8.5 The (@, .., fi,,) benchmark test (pe O 16).
(a) The timing relations as a function of the amount of arith-

metic.
_ r=1.297608*10° (triads)
™ __. tiads
- e T T (E1/2)
1000— . 1+=8.674486*10% (dyads)
B s
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Fig. 8.5 The (., ,s,,, fi,,) benchmark test (pe O 16).
(b) The actual processing rate as a function of the amount
of arithmetic.
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Fig. 8.6 The (@.,,5.,,, fi,,) benchmark test (pe O 32).
(a) The timing relations as a function of the amount of arith-

metic.
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Fig. 8.6 The (., ,s,,,, fi,») benchmark test (pe O 32).
(b) The actual processing rate as a function of the amount

of arithmetic.
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Fig. 8.7 The (@.., ., f1,,) benchmark test (pe O 64).
() The timing relations as a function of the amount of arith-

metic.
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(b) The actual processing rate as a function of the amount

of arithmetic.

This document is provided by JAXA.



16 TECHNICAL REPORT OF NATIONAL AEROSPACE LABORATORY TRO1362T

6.0 Discussions

O In this section we interpret the significance of the results
obtained in the previous sections, and estimate several hard-

ware parameters.

6.1 Consideration with performance of the data
transfer

O Programs with a lot of data communication between pro-
cessing elements may find that their overall performance
is limited more by the performance of the communication
network than by the arithmetic performance of the process-
ing elements themselves. Hence the speed of communica-
tion of message between the global and local memory
spaces, and latency of the crossbar network are of critical
importance.

(1) Assessment of the long-message performance and es-
timation of the half-performance

O The best bandwidth for long messages of the crossbar

network of the NWT is given by (4), and seems to be a

barely satisfactory value. From (4), and (29) and (30) of [4]

, the values of the half-performance intensity f;,, (hardware

parameter) defined by (13) are computed as follows:

U dyadsU f1,500 1.948638 (flop /I/ O word), 0290

U triadsO f1,,0 2.761333 (flop / I/ O word), 0300

These values coincide very well with ones in Table 4.

(2) Assessment of the short-message performance

0 On the other hand the worst bandwidth for short mes-
sages is five to seven orders of magnitude smaller than the
best bandwidth, as shown in Table 1. This occurs because
not only the message start-up latency is rather large and
increased proportionally to pe, but also because the maxi-
mum bandwidth is increased proportionally to pe, as shown
in Figure 1 (c) and (e). To improve the 1, and n,,, 10-fold
would require a 10-fold decrease from the measured values
of ;. Since almost all the message start-up overhead is in
the software, we must point the target for the next improve-
ment of the NWT system software at this reduction.

(3) Estimation of the message start-up overhead
O The average value of the data transfer overhead only in
case of transferring one message is shown in Figure 1 (e).

According to experiments for ped 100 16, this value in case
of transferring two messages is increased by 41.8 y sec on
an average, and similarly in case of transferring three mes-
sages is increased by 78.0 p sec on an average. Hence we
can consider the average time that is required to transfer
one message to be

040.4 u sec. 0310

This value can be interpreted to be the sum of the time
required to make a packet and the pure transfer time of
one data. Hence the values subtracted this value from the
values of Figure 1 (e) become the time that is required for
the operating system to complete the processing on a read
or write demand, and e.g., when pe [ 1, it is a rather large
value of 144.3 y sec.

6.2 Consideration with MIMD computation in the
global memory access

(1) Assessment of @, in Table 4

O The value of a, in (9) can be assessed by the following

equations:

U dyadsO aod and 2a60 aes @ sec), 0320
O triads0 aod an 2a40 2a03 (U sec), 0330
where

0 O ay O value of a, of Table 2 in [4],
0 O ag, O value to be computed from (6),
0 O ag O value of (31).

The values of a, computed from the above equations roughly
coincide with those in Table 4.

(2) Assessment ofld,, in Table 4

00 The values of(#, in Table 4 well coincide with those of
r,, of Table 2 in [4]. This shows correctness of methodol-
ogy used in this paper.

(3) Degree of degradation due to synchronization and com-
munication overheads

O The degree of degradation of the peak maximum rate,

d

~ due to synchronization and communication overheads

is dependent on £, and given by

This document is provided by JAXA.



The characteristic parameters of the NWT computer system in the global memory access 17

O d,,0 pipe(s/si2) pipe(flfi2). 0340

Furthermore we define the degree of degradation of the
actual rate of the parallel processing in the global memory
access to the actual rate of the vector processing, d,,,,, as

follows:

pipe(s/si2)pipe(f/fis2)
pipe(n/nis)

0 dpe O , 0 350

where the numerator comes from (28), the denominator
comes from (2) in [4], and s O n. Then we can approxi-
mately express the actual rate of the parallel processing in

the global memory access r,,, by

O 1,0 dyeotipe, 0360

where r, is the actual rate of the vector processing. When
s, n - , equation (35) reduces to the following:

U dpe0 pipe(f/fis), 0370

from which, using the values of f;,, in Table 4, the values of
d,., for dyadic (f00 1/3) and triadic (fO 1/2) operations

pgv

are computed as follows:

U dyadsO d,,,[0 1/6.797068 (flop /1/ O word), 0380

U triadsO d,,,0 1/6.567181 (flop / 1/ O word), 0390

6. 300 Comparison

O We note the followings:

(M i [ The value of a,(0 ¢,) for pe] 1 in Table 1 is equal
to 205.7 p sec (Intel iPSC/860, p.392 of [13]), but larger
than 132.0 u sec (Intel Touchstone Delta, p.392 of [13]),
172.1 p sec (Intel Paragon, p.392 of [13]) and 87.2 p sec
(Meiko CS-2, p.392 of [13]). The ratio of r,, for pe 0 1in
Table 1tor,, inp.392 of [13] is 260 (iPSC/860), 108 (Delta)
, 31 (Paragon) and 17 (CS-2), and hence the value of n,,, for
pe 1in Table 1 becomes about a 277-fold value of iPSC/
860, a 179-fold value of Delta, a 40-fold value of Paragon and
a 43-fold value of CS-2 of n,, in p.392 of [13], because n,,, is
proportional to r, .

(0 ii [ There is no data pertinent to comparison with the
values of the characteristic parameters in Table 4 except
data on the IBM LCAP parallel computer system, of which

the characteristic parameters are the followings [10]:

U dyadsO 1, O 1.08pe (Mflop/ sec), 0400
O dyadsO [8,,0 1.08pe (2500/4777pe) (flop), 0410
U dyadsO f1,,0 2.02 (flop /I/ O word), 0420
where pe J 10 10.

O It is obvious to prefer the NWT to the LCAP.

(DO iii(0 However, all sorts of the start-up time of the NWT
in the global memory access seem to be rather large, and
hence we must continue to make efforts with the decrease
of every kind of start-up time commensurate with an in-
creased maximum performance.

7.0 Summary of the characteristic
parameters of performance of the NWT

0 We can summarize the significance of the characteristic
parameters of performance of the NWT measured in prac-
tice through Fortran in this paper and [4] as follows:

(1)O With SIMD computation, the maximum performance
is 390Mflop/s (dyads) and 550Mflop/s (triads), the vector
breakeven length is 25 (dyads) and 42 (triads),and a vector
length to be required to reach 90% of the maximum perfor-
mance is 2600 (dyads) and 4000 (trids).

(2)0 With MIMD computation in the local memory access
and for pe 0 2 (i0 00O 7, the maximum performance is
386peMflop/s (dyads) and 547peMflop/s (triads), the
breakeven grain size is 25,0000 13,000 (dyads) and 35,000
0 18,000 (triads), a grain size to be required to reach 90%
of the maximum performance is 90,000 O 15,300,000
(dyads) and 135,000 0 21,600,000 (triads), and the ratio of
synchronization overhead to pipeline start-up time is 470
43.

(3)d With data transfer between the global and local
memory spaces and for pe 0 2/ (i0 00 4), the maximum
performance is 755peMbyte/s, and a message length to be
required to reach 90% of the maximum performance is
1,440,000 O 26,000,000byte.

(4)0 With MIMD computation in the global memory ac-
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cess and for ped 2 (i0 00 7), the maximum performance
is 58peMflop/s (dyads) and 86peMflop/s (triads), a grain
size to be required to reach 90% of the maximum perfor-
mance is 270,000 O 45,000,000 (dyads) and 450,000 O
74,700,000 (triads), the ratio of synchronization plus com-
munication overhead to pipeline start-up time is 7000 900,
and the ratio of synchronization plus communication over-
head to synchronization overhead is 20.

O As mentioned above, the degree of degradation of peak
maximum rate when s -« is 1/6.8 (dyads) and 1/6.6
(triads) in case that data transferred from the global memory
to the local memory uses only once. A number of reference
of data transferred to the local memory to be required to
reach 90% of the peak maximum rate when s — e is 52
(dyads) and 50 (triads).

(5)0 We finally mention that we had been vigorously con-
tinuing subsequent improvements to the NWT system soft-
ware, and accomplished an 1.2 to 1.3-fold decrease of syn-
chronization overheads and a 2.5 to 3.5-fold decrease of
communication overheads at April 1994, which we will re-
port in another paper.

8.0 Conclusions

O The principal conclusion of this work is that the commu-
nication overheads and maximum performance of the NWT
in the global memory access could be characterized by rela-
tively simple timing equations for a wide range of problem
conditions, and also several hardware parameters of the
NWT could be estimated in the process of analyzing re-
sults of experiments.

0 The NWT with its system software at the moment of this
experiment is definitely a large amount of work and long-
message computer system with MIMD computation in the
global memory access, but in the present state of art this is
the decree of fate with every parallel computer that has the
very large arithmetic capabilities of the nodes. In order to
eliminate this restriction on the field of application, it is
imperative to tackle the problem of drastically reducing the
synchronization and communication overheads due to al-
most all being in the system software function.

O That is to say, in order to decrease the excution time of
programs with a lot of data communication between differ-
ent nodes, not only we must increase communication speed,
but also in particular decrease communication delays in
proportion to the increase in the arithmetic capabilities of

the processing elements. If it were not so, such programs
may find that their overall performance is limited more by
the performance of communication network than by the
arithmetic performance of the processing elements them-
selves. Hence the decrease of latency of the crossbar net-
work is of critical importance.

O Generally speaking, at this moment there is a huge gap
beween the communication performance of distributed-
memory parallel computers and that of traditional shared-
memory parallel vector computers. The reduction of this
communication gap is the main challenge now facing us.
When this wish of us would be realized, the distributed-
memory parallel computer may be competitive in perfor-
mance and generality with the traditional parallel vector
computer. By the way, at this moment the huge-scale appli-
cation program can not be executed by the latter, while on
the other hand the NWT can execute the program of the
maximum capacity of 35Gbyte.

O As a concluding remark, we mention that we
accomplisded a 2.5 to 3.5-fold decrease of communication
overheads at April 1994, as a result of hading been still vig-
orously continuing subsequent improvements on the NWT
system software, which we will report in another paper.

O Finally, most of the overheads incurred arise from the
time spent in system software routines supporting user pro-
grams. Hence the obtained results in this paper apply only
to the system software available at the NAL during the pe-
riod April to June 1993.
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Appendix

(1)0 Machine architecture of the NWT

O The machine architecture of the NWT is shown in Fig. A
(a). Input and output are managed by two system adminis-
trators. Each processing element is a vector computer with
pipelines of multiplicity 8. The addition, multiply, load and
store pipelines can be operated simultaneously. The data
transfer is managed by the data mover and can be done
asynchronously through the crossbar network.

TECHNICAL REPORT OF NATIONAL AEROSPACE LABORATORY TRO1362T

(2)0 NWT Fortran

0 The NWT Fortran language specification is structured
by adding the specification for the NWT Fortran compiler
directives to the Fortran 77 language specification. Almost
all of the compiler directives are comments in the Fortran
77 specification.

(3)d Logical model of the NWT for programming
O In order to ease programming, the logical model of the
NWT assumed for programming in the NWT Fortran is a

crossbar nelwork

=
MU MU
)
discs
(a) Hardware configuration.
global memory
data transfer function
B R e il e R b
local local
memory TNEMOTY
pProcessing processing
unit unat
barrier function
O — — —fm— - ——m — S — - —— F===»0
SPE, SPEp,
) mputfoutput funciion N

file

(b) Logical model for programming.

Fig. A Architecture and logical model of the NWT (PE : processing element, SPE : selected PE5, MU : main memory unit, SU

: scalar unit, VU : vector unit, SA : system administrator, SSU : system strage unit, FEP : front end processor).
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hierarchical memory parallel computer system shown in
Fig. A(b). A local memory (or space) is the memory spe-
cific to a processing element. The global memory (or space)
is a virtual memory shared by the selected processing
elememts, which is physically distributed across the se-

lected processing elements.

(4)0 Synchronization

O A barrier synchronization is performed for the selected
processing elements that are running in parallel. After all
the selected processing elements running in parallel reach
the barrier point, the selected processing elements proceed

over the barrier point together.

(5)d Communication
O Only the data declared as the global data are recognized

as the data in the global memory. When the global data are
referred or assigned by a processing element, the compiler
and operating system judge where the data are, and trans-
fer them into the local memory of the processing element
referred, or into the global memory from the processing
element assigned through the data mover and crossbar

network.

(6)0 Reference

0 Also, about the above-mentioned things and so on, refer
to the papet H. Miyoshi, et al., Development and achieve-
ment of NAL Numerical Wind Tunnel(NWT) for CFD com-
putations, Proc. Supercomputing '94 (IEEE Computer So-
ciety Press, Washington, DC, 1994) 685-692" .
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