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We investigate the possibilities of growing a uniform binary compound crystal in space
numerically, proposing a new crystal growth method. We develop a numerical calculation
method of the growth of binary crystals, in which convection induced by temperature and
concentration differences in the solution is taken into account. How to determine the shape and
movement of the solution—crystal interface during the crystal growth is clearly explained for
binary crystals, which is more complicated than that for single-component crystals. The boundary
fit method is employed to solve this moving boundary phase transition problem. The calculation
method is applied to the crystal growth analysis of an InAs-GaAs binary semiconductor and
the effect of buoyancy convection induced under microgravity conditions on the crystal growth
process is investigated. We found that the concentration field is disturbed and, as a result, the
solution—crystal interface is deformed by buoyancy convection even when the gravitational
acceleration is as low as 10~ g, which is supposed to be the gravity level in the International
Space Station. We also found that the direction of residual gravity has a strong effect on the
concentration field in the solution and the crystal growth process. Next, we analyse the influence
of g-jitters and the Sorét effect on the crystal growth process. We, in fact, found that g-jitters
and the Sorét effect have little influence on the macroscopic crystal growth process. The
dependence of the generation of supercooling in the solution on convection is also investigated.
We found that supercooling is not induced by convection if residual gravity is 10-%g. Finally,
the possibility of growing high quality InGaAs crystals of uniform compositions in space is

1 .

discussed.

1. Introduction

One of the factors which determine the quality of
grown crystals may be convective instabilities
induced in the melt or solution during the crystal
growth process. Growing a multi-component
semiconductor crystal which has a uniform
composition is especially difficult from both fluid

~dynamical and thermodynamical points of view [1-
6]. Therefore, microgravity experiments of crystal

growth have been intensively carried out using
microgravity experimental facilities such as drop
towers, aircraft, rockets, space shuttles and satellites
in recent years in order to reduce buoyancy
convection and grow high quality crystals [7,8]. We
carried out a microgravity experiment of InP crystal
growth using an experimental satellite called the
Space Flyer Unit (SFU) in 1995 [9,10]. The level
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of the residual gravity was 10-5g. The length of the
InP single crystal grown by the travelling heater
method on earth was 2.6 mm, whereas that of the
space grown crystal was 5.7 mm. Although a longer
crystal was grown in space, the interface became
wavy and the crystal was polycrystallised during
the crystal growth process. As we mentioned, a great
number of crystal growth experiments have been
carried out under microgravity conditions, but not
many high quality single crystals of uniform
compositions have been grown. Striations often
formed in the grown crystals.

Although it is commonly believed that the quality
of crystals is directly related to convection induced
in the melt or solution, the effect of convection on
the crystal growth process has not yet been
completely understood. It is impossible to grow
high quality compound crystals by experience,
unlike single-component crystals. There are two
main points which make the growth of
multi-component crystals more difficult and
complicated compared to the growth of single-
component crystals: (1) The shape and movement
of the solution—crystal interface are determined by
the concentration field in addition to the velocity
and temperature fields. The interfacial temperature
and concentration of the solute vary along the
solution—crystal interface. Note that the interfacial
temperature is the melting temperature and
therefore is constant along the interface in the case
of single-component crystals. (2) Concentration of
the solute at the crystal side of the interface is
different from that at the solution side of the
interface, which is determined by the liquidus and
solidus curves on the phase diagram. Solute is
ejected from the crystal into the solution and latent
heat is released as phase transition progresses. Since
concentration becomes high near the interface in
the solution, supercooling tends to occur, which
may cause polycrystallisation.

There is a demand for single high quality
compound crystals to be grown as future materials
for fast and efficient electronic or optical devices
[11]. In,Ga,_,As has great potential as a future laser
since the wavelength can be altered by changing
the composition X. Especially, when X =0.3, a laser

of wavelength 1.3 um, which transmits data through
a quartz fibre most efficiently, can be produced [11].
However, it is almost impossible to grow In, ,Ga, ;As
crystals on earth due to strong buoyancy convection
and sedimentation. Note that the gap between the
solidus and liquidus curves is very wide at X = 0.3
(see figure 3 for the phase diagram), which makes
crystal growth extremely difficult. In this report, we
develop a calculation method of the growth of binary
crystals and analyse the crystal growth process of
an InAs-GaAs binary semiconductor. In section 2,
we summarise an idea of growing a uniform
In, ,Ga,,As crystal, utilising microgravity
conditions. In section 3, we develop a calculation
method for estimating the flow, temperature and
concentration fields and the shape and movement
of the solution—crystal interface. In section 4, we
analyse the growth process of an InAs-GaAs binary
crystal and make clear the effect of buoyancy
convection and the direction of residual gravity on
the crystal growth process. We also investigate the
influence of g-jitters and the Sorét effect on the
crystal growth process. Finally, we discuss the
possibilities of growing uniform In, ;Ga, ,As crystals
in space. In the final section, we summa‘rise the
results obtained through the analyses.

2. New method of growing uniform binary
crystals

Generally speaking, when the initial concentration
distribution of the solute is uniform throughout the
solution, the concentration in the grown crystal
decreases in the early stage and, after that, increases
as the crystal grows. In other words, the
compositions of the grown crystal are not uniform.
If the initial concentration of the solute has a positive
gradient in the solution towards the growing crystal,
a crystal of uniform compositions may grow. We
call this technique 'Graded Solute Concentration
method' which is abbreviated to the 'GSC method'
[12,13]. The initial concentration distribution does
not remain on earth because of strong buoyancy
convection. However, it can be maintained in
microgravity. We investigated the dependence of the
relaxation time of concentration on the microgravity
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level [14]. The relaxation time is over 1000 s if the
residual gravity is 10~ g and even if the temperature
gradient is as high as 100 K/cm. This new crystal
growth technique is described in figure 1 and
summarised in the following; (1) We grow InGaAs
under 1g conditions. In this case, the concentration
distribution of InAs in the grown crystal is not
uniform (figure 1(a)). (2) The grown crystal is
heated to become a solution in microgravity. As we
mentioned, the initial concentration distribution in
the solution is maintained under microgravity
conditions. We start growing a crystal in the opposite
direction (figure 1(b)). We carried out one-
dimensional crystal growth analysis under zero
gravity and found that it is possible to grow
In, ;Ga, ,As by setting a high temperature gradient
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Figure 1 New crystal growth technique utilising microgravity
conditions.

(a) A binary crystal is grown under terrestrial gravity conditions.
The concentration of the solute increases in the growth direction
in this case.

(b) The earth grown crystal is heated to become a solution in
microgravity. The initial concentration distribution is maintained
under microgravity conditions. Crystal growth starts in the
opposite direction. We expect the concentration to remain constant,
without any decrease, in the early stage and to become uniform in
most of the grown crystal.

and controlling the heater speed [12]. However, we
are not sure whether it is possible to grow In, ,Ga, ,As
under 10 g conditions, which is believed to be the
gravity level in the International Space Station.

3. Numerical modelling of binary crystal growth

In this section, we develop a numerical model and
introduce the governing equations of the growth of
binary crystals. An outline of our numerical model
of InAs-GaAs crystal growth is shown in figure 2.
The calculation area is divided into three regions;
that is, single crystal, solution and container wall.
The solution and the crystal are placed in a two-
dimensional container. The heat flux at the outer
surface of the container is given externally as shown
in figure 2, which is based on the heater of the crystal
growth experimental system of the Japanese
Experimental Module (JEM) in the International
Space Station. The top and bottom surfaces are
heated and the right- and left-hand side walls are,
respectively, cooled and thermally isolated. The total
amount of the heat input is equal to that of the heat
output. The heaters move to the left, that is, in the —
x, direction so that the crystal grows in the — x,
direction. The solution—crystal interface is expressed
by the following equation; x, = F(x,, #), which is a
function of time, ¢, and the coordinate, x,, and is
determined by the heat and mass balance at the
interface and the liquidus and solidus curves on the
phase diagram as long as the local equilibrium holds
at the interface. The governing equations are
summarised in the following.
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Figure 2 Numerical model of two-dimensional InAs-GaAs crystal
growth.
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The coordinate x,, time ¢, pressure p, velocity u,
and temperature T are nondimensionalised as

follows:
X‘, = ﬁ’ T= 2! ;= o
L L/v,_ v, /L
)]
P= p = T- Tf

where L, v, p,, g, and A are, respectively, the depth
of the solution layer, the kinematic viscosity, the
density, the maximum value of the heat flux (see
figure 2) and the thermal conductivity. Subscripts
L, S and f represent liquid, solid and the melting
point of InAs. Note that the concentration of InAs
is already nondimensionalised (see figure 3). The
nondimensional governing equations are shown in
the following.

3.1 Governing equations in solution

The Boussinesq approximation being applied to
the density change, the continuity, momentum and
heat and concentration transport equations are
expressed as follows:

Continuity equation;

U,
—i=Q 2
X %)

Momentum equation;

W, W P, U

at ' oX; X, 0X X,

+ EGL&. - ECLk,.

Pr Sc

where the buoyancy forces based on both the
temperature and concentration differences are taken
into account (the third and fourth terms on the right-
hand side) and k, is the unit vector in the
gravitational direction. In the case of the InAs-GaAs
system, the density increases with a decrease in
temperature and with an increase in the
concentration of InAs.

Energy equation;

26, . U'aeL _1 %6,
ot ' oX, - ProXX,

@

3

Transport equation of concentration of InAs;
2
aC, +U. ac, _1 a2°C, )
at "oX; Sc dX;9X;
Ra', Ra©, Pr and Sc appearing in the above equations

are, respectively, the Rayleigh number based on the
temperature, the Rayleigh number based on the
concentration, the Prandt] number and the Schmidt
number.

Ra® = Beg,L' Ra® = ygACL!

A‘LKLVL D LVL ( 6)
Pr= -V—L, Sc= Yo
K'L DL

where B, g, x,, Y and D, are, respectively, the
temperature coefficient of volume expansion, the
gravitational acceleration, the thermal diffusivity, the
concentration coefficient of volume expansion and
the diffusion coefficient.

3.2 Governing equations in crystal

In the crystal, the governing equations are the heat
conduction and concentration diffusion equations
since convection does not need to be taken into
account.

Heat conduction equation;

8, _ Ky 6,

= 7

dt  Pr 9X,0X, @
Diffusion equation;

¢ = ﬁ_azcs ®

at  Sc JX;0X;
K, is the ratio of the thermal diffusivity of the crystal
to that of the solution and Dyg,, the ratio of the
diffusion coefficient in the crystal to that in the

solution.

Ks Dy

K,=-3%, D, == &
SL K_L SL ,

The heat conduction equation in the container walls
must also be solved with the above equations (2)-
(5), (7) and (8).

3.3 Solution—crystal interface

The temperature and concentration at the solution—
crystal interface and the position of the interface are
determined by the heat and mass balance at the
interface and the liquidus and solidus curves on the
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Figure 3 Pseudo-binary phase diagram of In,Ga, ,As.

phase diagram. The phase diagram of the InAs-GaAs
binary system is shown in figure 3 [3].

Heat balance at the interface;

ot Pr| \ax, oX, oxX,
v, [ _ OF" 26, a0
Hox, X, dx,

Mass balance at the interface;

oFF 1] (ac, oF aC
c,-C =—{-| L -k
(€.~ &) ot Sc{ (axl X, axz)

. 11
1 2 2

where g+ is the position of the solution—crystal
interface nondimensionalised by L, Gy, the ratio of
the thermal conductivity of the crystal to that of the
solution, and Sf; the Stefan number.

G =i‘. sf=—q°L
sL = ’ =
A’L PoLgx,

(12)
Here, Ly, is the latent heat per unit mass.

There is one important point which we must take
into account; that is, the temperature and
concentration are not independent at the solution—
crystal interface. The relation between the
temperature and the concentration is given by the
liquidus and solidus curves on the phase diagram.
Temperature changes continuously at the interface
and therefore the temperatures, 6, and 8, are the same
at the interface, whereas concentration C, is different

from C; at the interface. Once the interfacial
temperature is assigned, C, and C; at the interface
are determined by the liquidus and solidus curves.

CL‘= fL(aL)' C = f:s(os) (13)

where functions f; and f; represent the liquidus and
solidus curves, respectively. Note that 8, = §; at the
interface as we mentioned. In the present analysis,
we approximated the liquidus and solidus curves, f;
and f;, by polynomial functions of the fifth-order.
Since @F* /gt is common in equations (10) and (11),
the right-hand side of equation (10) is equal to the
right-hand side of equation (11) divided by (C, -
Cy). Therefore, the interfacial temperature can be
calculated. The interfacial temperature having been
determined, the concentrations at the interface are
obtained by equation (13). '

There is another important point; that is, the
interfacial energy of the solution—crystal interface.
The phase diagram is applicable to planar interfaces.
Once the interface is deformed, which usually occurs
during the crystal growth process, the interfacial
energy must be taken into account to determine the
interfacial temperature. Taking the Gibbs-Thomson
effect into account, the true temperature at the
interface is calculated as follows [15]:

9, = f;'(C,)-0K (14

where £, is the inverse function of f; (see equation

(13)), K, the curvature of the interface

nondimensionalised by L, and ¢, the nondimensional

interfacial energy which is defined below:
YA T,

PoLs g, L’

Here, 7, is the interfacial tension.

(15)

o=

3.4 Numerical method and procedure

Since the solution—crystal interface moves and the
interfacial shape changes during the crystal growth
process, we employ the boundary fit method to solve
the governing equations efficiently [16]. The
governing equations are transformed introducing the
following new coordinates & and 7:

This document is provided by JAXA.



X .
: (solution)

§= 1) (16)
_X - F'(X,. 1) | 17
n= A-F(G0) (crystal) (17)

where 4 is the aspect ratio of the container (see figure
2). & and nare normalisedas 0 < £<1,0< n< 1.
The transformed governing equations are solved by
the finite difference method. The time and spatial
derivatives are approximated by the first-order
explicit formula and the second-order central
formula, respectively.

Now, we can calculate the crystal growth process,
that is, the velocity, temperature and concentration
fields and the shape and movement of the solution—
crystal interface. The numerical procedure is as
follows:

(1) We place the solution and crystal in the
container. The interface is planar initially.

(2) The initial concentration of InAs in the seed
crystal is 0.3 and that in the solution is calculated
based on the complete mixing theory [17]. Note that
we employ the GSC method which is explained in
section 2. The average concentration in the solution
is 0.3 initially. The initial concentration distribution
is shown in figure 4.

(3) We start heating and cooling the system
externally as shown in figure 2.

(4) We solve the governing equations in the
solution, crystal and container wall (see sections 3.1
and 3.2).

initial interface

/

08
0.6 |-

04 |

Concentration of InAs

02

binary solution seed

Figure 4 Initial concentration distribution of InAs. Concentration
in the solution is calculated by the complete mixing theory and
the average concentration in the solution is 0.3.

(5) The interfacial temperature and concentrations
are determined by the heat and mass balance
equations at the interface and the phase diagram (see
section 3.3).

(6) The interfacial temperature having been
determined, the time derivative of the solution—
crystal interface is calculated by equation (10).
Therefore, the new position of the interface is
obtained.

(7) The new interfacial shape having been obtained,
the curvature of the interface is calculated and the
interfacial temperature is modified by equation (14).
(8) Using the new interfacial temperature, we solve
the governing equations.

Procedures (4)-(8) are repeated.

The nondimensional parameters were estimated
based on the physical properties of InAs and GaAs
[18,19]. The residual gravity is 10°g. The depth of
the container, the length of the container, and the
thickness of the wall are, respectively, 20 mm, 120
mm and 5 mm. The container wall is made of quartz
glass. The initial concentration distribution is shown
in figure 4 and the initial temperature gradient is 40
K/cm in the solution and 60 K/cm in the crystal. The
maximum heat flux, g, is changed from 1.0 to 5.0
kW/m? and the heater speed is changed from 0.25 to
2.0 mm/h. The physical properties, system
dimensions and growth conditions are summarised
in table 1.

The calculation space was divided by 72 x 41, 92 x
61 and 112 x 81 finite difference grids and the
maximum differences in the stream function,
temperature, concentration and positions of the
interface caused by the differences in the number of
the finite difference grid points were within 3 %. The
results shown in the following are based on the
calculations using 92 x 61 grid points.

4. Result and discussion

We investigate the influence of the direction of
residual gravity, the depth of the solution layer, the
heat flux, the heater speed, g-jitters and the Sorét
effect on the velocity, temperature and concentration
fields, the shape and movement of the solution—
crystal interface and the generation of supercooling
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Table 1 Physical properties, system dimensions and growth conditions

Kinematic viscosity v, [m?s™] 3.0x 107
Density P, [kg m3] 59x10°
Thermal conductivity of solution A, [Wm'K] 3.0
Thermal conductivity of crystal A [Wm!K] 1.2
Thermal conductivity of container A [Wm'K"] 3.0
Temperature coefficient of volume expansion B K] 1.83x 10
Concentration coefficient of volume expansion Y -1 3.84x 102
Thermal diffusivity of solution K, [m?s!] 1.2x10¢
Thermal diffusivity of crystal K [m2s7] 0.6 x 10
Thermal diffusivity of container K, [m?s™] 1.6 x 107
Diffusion coefficient of In in solution D, [m2s7] 1.0x 108
Diffusion coefficient of In in crystal D, [m?s7] 1.0x 10"
Latent heat L, [T keg™] 5.0x10°
Interfacial tension Yo T/ Py Ly [K m] - 1.0x 107
Sorét coefficient x/T, [1/K] 2.0x10*
Depth of solution and crystal L [mm] 10, 15, 20
Width of solution and crystal w [mm] 120
Thickness of wall d {mm)] S
Maximum heat flux 9 [kW m™2] 1.0,3.0,5.0
Heater speed v, [mm h™] 0.25,0.5,1.0,2.0

in the solution.

First, we analyse the effect of the gravitational
direction on the crystal growth process. The
streamlines, isotherms, isoconcentration lines and the
interfacial shape are shown in figure 5 where residual
gravity acts in the perpendicular to the solution layer
(figure 5(a)) and in parallel to the solution layer
(figure 5(b)). The temperature field is not deformed
seriously in either case since the Prandtl number is
very small. However, when the container is placed
horizontally, the concentration field is disturbed by
buoyancy convection and, as a result, the solution—
crystal interface is deformed even when residual
gravity is as low as 104g (figure 5(a)). When the
container is placed vertically, on the other hand, both
temperature and concentration fields are not
disturbed by buoyancy convection and therefore the
‘solution—crystal interface is almost flat since the
system is thermally stable (figure 5(b)). The time
variations of the interfacial shape and movement are
shown in figure 6 for both horizontal and vertical
cases. Crystal grows faster and the deformation of

the interface becomes more serious in the horizontal
case (figure 6(a)) than in the vertical case (figure
6(b)). The time variation of the maximum convective
velocity in the solution is shown in figure 7 for the
vertical and horizontal cases. Convection is reduced
remarkably when crystal grows in the
antigravitational direction since the system is -
thermally stable.

As the Schmidt number is large; in other words, the
diffusion coefficient is small, the concentration is
transported mainly by convection. As heat is removed
from the right-hand side wall, liquid near the crystal
is cooled. Since In is ejected from the crystal into
the solution as the crystal grows, the concentration
of In is high near the solution—crystal interface. Since
the density of the solution increases with a decrease
in the temperature and with an increase in the
concentration of In, clockwise convection is induced
in the horizontal case (see figure 5(a)). Therefore, In
is transported to the lower part of the solution and
the concentration of In becomes high in the lower
part of the solution near the solution—crystal interface
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(figure 5(a)), which slows the growth rate of the
lower part of the crystal (see equation (11) and
figures 5(a) and 6(a)). As the system is thermally
stable in the vertical case, convection is very weak
and, as a result, the crystal growth rate is low and
the interfacial shape is almost flat. Even under
microgravity conditions, the direction of residual
gravity has a strong influence on the growth process
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Figure 5 Streamlines, isothcrms, isoconcentration lines and
interfacial shape. Ra"= 0.78, Ra® = 1000, Pr=0.18, Sc = 30, §/=
0.0672, 0= 3.3 x 10%, v, (heater speed) = 1.0 mm/h, g,= 3.0 kW/
m?. The thick curve represents the solution—crystal interface.

(a) The container is placed horizontally. 7= 4.0.

(b) The container is placed vertically. 7= 40.0.

of binary crystals, which is, in fact, not always taken
into account in the crystal growth experiments in
microgravity.

We checked the size effect on the crystal growth
process by changing the depth of the solution layer
in the horizontal case. The streamlines and the
interfacial shape are shown in figure 8 where residual
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Figure 6 Time variation of interfacial shape and movement.
Ra™=0.78, Ra® = 1000, Pr=0.18, Sc = 30, §f=0.0672,
6=33x 107 v,= 1.0 mnvh, g, = 3.0 kW/m. '
(a) The container is placed horizontally.

(b) The container is placed vertically.
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Figure 7 Time variation of maximum convective speed in solution.

Ra”=0.78, Ra® = 1000, Pr=0.18, Sc = 30, §/=0.0672, 6=3.3 x

10, v, = 1.0 mmvh, g, = 3.0 kW/m2

: Horizontal case

: Vertical case.
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gravity acts in the perpendicular to the solution layer
and the depth of the solution layer is 10 mm, 15 mm
and 20 mm. As the crystal size increases, convection
becomes noticeable and the solution—crystal interface
is deformed. The time variation of the maximum
velocity in the solution is shown in figure 9. As the
crystal size increases, velocity increases. Growth of
a large scale compound crystal is still difficult even
in space.

Next, we investigate the effect of the heater power
and the heater speed on the growth process in the
horizontal case. The time variation of the solution—
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Figure 8 Strcamlines and interfacial shape. Pr=0.18, Sc =30, v,
= 1.0 mm/h, g, =2.0 kW/m?.

(a) The depth of the solution and crystal, L, is 10 mm. 7=11.0
(b)L=15mm. 7=6.5
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Figure 9 Time variation of maximum convective speed in
solution. The dependence of the maximum velocity on the depth
of the solution is shown. Pr=0.18, Sc = 30, v,=1.0mm/h, ¢, =
2.0 kW/m?.

crystal interface is shown in figure 10 where the
maximum heat flux, ¢, (see figure 2), is 1.0 kW/m?
(figure 10(a)), 3.0 kW/m? (figure 10(b)) and 5.0 kW/
m? (figure 10(c)). As is expected, convection
becomes stronger and the deformation of the interface
becomes more serious as the heat flux increases. Note
that since the amount of heat input is balanced with
that of heat output, the crystal grbwth rate becomes
higher as the heat flux increases. On the other hand,
the effect of the heater speed on the growth process
was not so noticeable. The dependence of the
maximum velocity in the solution on the heat flux
and the heater speed is shown in figure 11. The
velocity increases with the heater power as we
mentioned, but the velocity is almost constant despite
the heater speed differences as long as the heater
speed lies between 0.5 and 2.0 mm/h.

It is often mentioned that g-jitters [20] and the Sorét
effect [21,22] may seriously affect the crystal growth
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Figure 10 Time variation of interfacial shape and movement. Ra®
= 1000, Pr=0.18, Sc = 30, v, = 1.0 mm/h.
(a) g, = LOKW/m?®. (b) ¢, = 3.0 KW/mZ. (c) g, = 5.0 kW/m?.
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Figure 11 Dependence of maximum velocity on heat flux and
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(a) Dependence on heat flux.

(b) Dependence on heater speed.

process in microgravity, but the idea has not yet been
proved. Therefore, we investigated the effect of g-
jitters on the crystal growth process by altering
residual gravity sinusoidally with time. The following
terms were added on the right-hand side of the
momentum equation (3).

Ra’, RaS,
jitter 9,_ _ jitter CL sin( O T) k,- (l 8)
Pr Sc
where Raj,,,. Raj,, and Q are defined as follows:
Ra”. = Bg.q. L' c = 78,4CL
jitter AL KL v, jitter DI_ v, (19)
_ 2=nf
“ v,/

Here, g, and f are, respectively, the amplitude and
frequency of g-jitter. We carried out simulations for
(g,.H =(10"g, 0.01 Hz), (10-%g, 0.1 Hz), (10g, 1.0
Hz) and (10-g, 10 Hz), which are the estimated

combinations of the amplitude and frequency of g-
jitters in the International Space Station. However,
no noticeable g-jitter effects on the crystal growth
process were detected from a macroscopic point of
view in this analysis. As the direction of g-jitters
usually changes with time, we still need to investigate
the effect of the time variation of the g-jitter directions
on the crystal growth process by three- as well as
two-dimensional calculations in the future. Although
the effect of g-jitters on the macroscopic crystal
growth process was negligible in the present analysis,
the microstructures of the grown crystal may still be
altered by the temperature and concentration
fluctuations [23,24].

Next, we checked the Sorét effect on the crystal
growth process. To take the Sorét effect into account,
we changed the right-hand side term of the transport
equation of InAs in the solution as follows (see

equation (5)):
1 2’C, r 2’0, 2
Sc\9X;0X;,  9X,0X, (20)

where I'is the parameter which represents the Sorét
effect.
= X4, L
T2,
Here, y/T, is the Sorét coefficient. Since the Sorét

1)

coefficient of InAs in the InGaAs solution has not
yet been measured, we estimated the Sorét parameter
based on the Sorét coefficient of Ga in the GaAs
solution [21]. The distributions of the concentration
of InAs at the centre of the container along the
horizontal axis is shown in figure 12. The dashed
curve indicates the concentration distribution when
the Sorét coefficient, which is 1000 times larger than
the normal value, is assigned. The concentration field
is not altered by the Sorét effect although it is slightly
affected in the solution when the unnecessarily large
value is given.

Finally, we investigated supercooling occurring in
the solution. The area where the local concentration
is higher than the saturation concentration
corresponding to the local temperature is
supersaturated or supercooled. We defined the degree
of supercooling, S, as follows [25,26]:
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Figure 12 Concentration distribution. The influence of the Sorét
cffect on the concentration distribution is shown.

#—— : x/T, =0; The Sorét cffect is not taken into account.
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normal value.

C,-C,,
sat 22
e (22)

L.sat

S=

where C, is the local concentration in the solution
and C, , the saturation concentration corresponding
to the local temperature. The area where S is positive
is supercooled. The distribution of § is shown in
figure 13. Since the concentration of In becomes high
in the lower part of the solution near the crystal in
the horizontal case (see figure 5(a)), supercooling
may occur in the area. However, in either vertical
and horizontal case, supercooling is not induced by
the buoyancy convection. In that sense, convection
induced under 10-g is weak. On the contrary, strong
supercooling occurs in the solution under terrestrial
gravity conditions due to strong buoyancy convection
[25,26], which may cause polycrystallisation.
Because of the suppression or reduction of
supercooling in the solution as well as sedimentation,
microgravity conditions are necessary for the crystal

However, it is still difficult to grow compound
crystals of uniform compositions even under
microgravity conditions as we have demonstrated.
According to our analysis, crystal should be grown
_ in the antigravitational direction. In this case, we

found that the heater speed; 0.25 mm/h, and the heat
flux, g,; S kW/m?, are the best conditions for the
production of In, ;Ga, ,As (see figure 14). The shape
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Figurc 13 Distribution of degree of supercooling S. Ra” = 0.78,
Ra“=1000, Pr= 0.18, Sc =30, §f=0.0672, 6=33x 10%, v, =
1.0 mm/h, g, = 3.0 kW/m®. § is defined by equation (22).

(a) The container is placed horizontally. 7=4.5.

(b) The container is placed vertically. 7= 40.0.
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Figure 14 Streamlines, isotherms, isoconcentration lincs,
interfacial shape and concentration distribution along the centre
of the container. Crystal is grown in the antigravitational direction.
Ra™ = 1.3, Ra® = 1000, Pr=0.18, Sc =30, §f=0.112, 0= 2.0 x
10, = 17.0. Crystal of X = 0.3 can be grown when the heater
speed is 0.25 mm/h and the heat flux, g,, is 5.0 kW/m?,
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of the crystal interface is, however, concave towards
the solution, whereas it needs to be convex for the
growth of high quality crystals. We are going to
investigate the crystal growth process by the zone
melt method. In this case, as the solution width is
shorter, the reduction of convection may be greater
compared to the present case and, as a result, the
deformations of the concentration field and the
crystal-solution interface may be lessened.

Conclusions

We developed a calculation method of the growth
process of binary crystals and investigated the
possibilities of growing a uniform binary compound
crystal in space, proposing a new crystal growth
method. Through the analysis, the following results
were obtained: (1) The temperature field is not
seriously deformed by convection since the Prandtl
number of molten compound semiconductors is very
small. (2) The concentration field and the solution—
crystal interface are deformed by buoyancy
convection even in microgravity when the crystal
growth direction is perpendicular to residual gravity
since the Schmidt number is large. (3) As the crystal
size and the heat flux increase, the deformation of
the concentration field and the solution—crystal
interface become more serious. (4) The influences
of g-jitters and the Sorét effect on the velocity,
temperature and concentration fields and the crystal
growth process are negligible from a macroscopic
point of view. (5) Supercooling is not induced in the
solution when residual gravity is as low as 10-g. (6)
A more sophisticated intelligent crystal growth
technique is necessary for the production of
In,,Ga ,As; the zone melt method combined with
the GSC method may be a more promising technique.
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