
Adaptive Attitude Control of Spacecraft via Deep Reinforcement Learning
with Lyapunov-Based Reward Design

Kazutoshi Ito and Tomohiro Yanao (Waseda University)

Abstract
Recent and future space missions include various purposes, and autonomous spacecraft

attitude controllers are getting important. In this study, we numerically implement adaptive
attitude control of a spacecraft including large angle maneuvers via deep reinforcement learn-
ing. Deep reinforcement learning is a useful way to deal with autonomous adaptive attitude
control problems. However, it takes vast time to learn the global policy. In this study, we
use Lyapunov functions to design rewards for the adaptive attitude control, which improve the
learning efficiency and achieve more stable learning. Finally, it is shown that the learned policy
controls the attitude of a spacecraft robustly under perturbations.

Lyapunov関数を用いた深層強化学習による宇宙機の適応的姿勢制御
伊藤司聖,柳尾朋洋 (早稲田大学)

摘要
近年の宇宙ミッションでは様々な目的で宇宙機が設計されており，宇宙機の姿勢制御を自

動化することがますます重要になってきている．本研究では，深層強化学習を利用して大き
な姿勢マヌーバを含む適応的な姿勢制御を計算機上で実現する．深層強化学習は，宇宙機の
適応的な姿勢制御に有効な手法であるが，目的の姿勢制御を実現するための大域的な方策を
学習するのに大きな時間コストを要し，従来の報酬設計では方策の最適解の安定性や収束性
も十分に保証されない．そこで本研究では，リアプノフ関数を利用して報酬設計を行うこと
により，学習効率を向上させるとともに，安定した学習を可能とする．そして，学習で得られ
た方策が摂動に対してロバストな制御を実現することを示す．

I. Introduction
As space missions become more versatile, not only

conventional satellites such as observation satellites and
communication satellites, but also novel types of space-
craft such as the one to recover space debris, solar sails for
deep space exploration [1, 2], and transformable space-
crafts [3] are proposed and designed. For future space
missions, it is necessary to design and control spacecraft
adequately depending on the purpose of each mission.
Therefore, it is ideal for future space missions to automate
all processes from spacecraft design to operation.

Reinforcement learning is actively studied as a means
to solve continuous control tasks automatically. In particu-
lar, reinforcement learning is applied to high dimensional
tasks that conventional control methods are difficult to
solve, such as industrial robots performing pick-and-place
tasks [4] and quadrupedal robots performing walking mo-
tions in environments without any prior knowledge [5].

In addition to robot control, reinforcement learning is
applied to explain the motions of living things. One ex-
ample is the swimming motion of fish. Fish achieve their

swimming motions by periodically deforming their own
bodies. However, it is still unclear how to make the swim-
ming motion more efficient. Ref. [6] attempted to explain
the swimming motion of fish by periodic deformation mo-
tions obtained by reinforcement learning.

Moreover, reinforcement learning have plenty of po-
tential for space industry for the purpose of automating
attitude and trajectory control of spacecraft [7, 8]. While
reinforcement learning is much anticipated in many fields,
its stability in control and robustness against perturbations
are not sufficiently studied [9]. Therefore, it is necessary
to consider a control method that guarantees the stability
and robustness in order to apply it to more realistic atti-
tude control problems of spacecraft, where safety must be
sufficiently ensured.

In this study, we apply Lyapunov functions to design
rewards in deep reinforcement learning for the robust at-
titude control of spacecraft. Sec. II introduces the model
and methods. Sec. III defines the states, actions and
rewards for the deep reinforcement learning. Sec. IV
presents the results, and Sec. V concludes this paper.
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Fig. 1 Spacecraft Model

II. Methods

A. Spacecraft Model
In this study, we consider attitude control of the space-

craft shown in Fig. 1. Moment of inertia of the model
is determined with reference to [7, 8] and set to be 𝐽 =
diag(0.872, 0.115, 0.797) kg · m2. Attitude of the space-
craft is controlled by torque 𝒈 generated by thrusters in the
direction of each principal axis of inertia.

B. Spacecraft Attitude Dynamics
In this study, we consider a spacecraft as a rigid body.

The spacecraft follows Euler’s rotational equation [10]:

𝐽 ¤𝝎 = −𝝎 × 𝐽𝝎 + 𝒈 + 𝒈ext, (1)

where 𝐽 is moment of inertia, 𝝎 is angular velocity, 𝒈 is
control torque and 𝒈ext is other disturbance torque.

Spacecraft attitude is represented by quaternion 𝒒 =
(𝑞𝑠 , 𝒒𝑣 ) = (𝑞1, 𝑞2, 𝑞3, 𝑞4), and its kinematic equation is
expressed as

¤𝒒 =
1
2
𝛀(𝝎)𝒒, 𝛀(𝝎) =

(
0 −𝝎𝑇

𝝎 −𝝎×

)
. (2)

Note that 𝝎× represents a skew-symmetric matrix [10]
corresponding to angular velocity 𝝎 defined by

𝝎× =
©­­«

0 −𝜔3 𝜔2

𝜔3 0 −𝜔1

−𝜔2 𝜔1 0

ª®®¬ . (3)

C. Reinforcement Learning
Reinforcement learning (RL) is a learning framework,

in which, as shown in Fig. 2 [11], an agent interacts
with external environment by transferring states, actions,

Fig. 2 Reinforcement Learning Framework

and rewards. When an agent observes state 𝑆𝑡 from the
environment at discrete time 𝑡, it decides the agent’s actions
𝐴𝑡 using the policy 𝜋(𝐴𝑡 |𝑆𝑡 ) and acts on the environment.
The environment changes to a new state based on the
agent’s action and sends the next state 𝑆𝑡+1 and the reward
𝑅𝑡+1 generated by the change to the agent. This cycle
is repeated until the terminal condition is satisfied, and
finally the agent learns the policy that maximizes the sum
of rewards 𝐺𝑡 expressed as

𝐺𝑡 =
𝑇 −𝑡∑
𝑘=0

𝛾𝑘𝑅𝑡+𝑘 , (4)

where 𝛾 is the discount factor, and 𝑇 is the time horizon.
In a RL training, the value function and the action-

value function are introduced to evaluate a policy. Value
function𝑉 𝜋 (𝑠) is a function of states that estimates total
rewards for a given state 𝑆𝑡 = 𝑠:

𝑉 𝜋 (𝑠) = E𝜋

[
𝑇 −𝑡∑
𝑘=0

𝛾𝑘𝑅𝑡+𝑘

�����𝑆𝑡 = 𝑠

]
. (5)

Action-value function is a function of state-action pairs
that estimates total rewards for a given state-action pair
(𝑆𝑡 , 𝐴𝑡 ) = (𝑠, 𝑎):

𝑄 𝜋 (𝑠, 𝑎) = E𝜋

[
𝑇 −𝑡∑
𝑘=0

𝛾𝑘𝑅𝑡+𝑘

�����𝑆𝑡 = 𝑠, 𝐴𝑡 = 𝑎

]
. (6)

D. Deep reinforcement learning
Deep reinforcement learning approximates a policy or

value function and/or action-value function with neural
networks as shown in Fig 3. In traditional RL, the pol-
icy is approximated using polynomial parameterized by
some variables, or the value and/or action-value function
is approximated using tabular functions [11]. While tra-
ditional RL algorithms without neural networks can solve
tasks where state and action spaces can be discretized, it
becomes challenging to solve tasks as state and spaces be-
come higher dimensional. Neural networks can overcome
this problem. In recent years, neural networks are used
in most modern RL algorithms to solve many challenging
high dimensional tasks, such as continuous control tasks
[12–14] and Atari tasks [13, 15].
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Fig. 3 Neural Network Model

Fig. 4 SAC Framework

E. Soft Actor Critic (SAC)
Soft Actor Critic (SAC) is a deep RL algorithm pro-

posed in Ref. [14]. Differing from the normal RL, SAC
maximizes the following objective function 𝐽 which in-
cludes total discounted rewards and an entropy:

𝐽 =
𝑇 −𝑡∑
𝑘=0

𝛾𝑘𝑅𝑡+𝑘 + 𝛼H(𝜋(·|𝑆𝑡 )), (7)

where 𝛼 is a time-dependent value and H is an entropy.
As shown in Fig. 4, SAC uses an Actor-Critic model

[11] that introduces a value function to evaluate the ac-
tion in addition to a measure to determine the action. In
particular, SAC learns by introducing two additional ac-
tion value functions in addition to the value function. In
SAC, each of the policy, the value function, and the ac-
tion value function is approximated by a neural network.
In addition, off-policy learning such as SAC is performed
using transition data obtained from past interactions with
the environment stored in replay buffer.

III. Reinforcement Learning for Spacecraft
Attitude Control

As stated in the previous section, reinforcement learn-
ing is an agent-environment framework which transfers
states, actions and rewards alternately. This section de-
fines states, actions, and rewards of this study.

A. State and Action Settings
Attitude dynamics of a spacecraft following Eq. (1)

is determined by quaternion 𝒒, angular velocity 𝝎 and

control torque 𝒈. In this setting, an agent controls torque
𝒈 based on quaternion 𝒒 and angular velocity 𝝎 at time 𝑡.

Thus, state 𝑆𝑡 at a discrete time 𝑡 is given as

𝑆𝑡 = (𝒒𝑒 (𝑡),𝝎(𝑡) − 𝝎𝑑), (8)

where 𝒒𝑒 = (𝑞𝑒𝑠 , 𝒒𝑒𝑣 ) = (𝑞𝑒1 , 𝑞
𝑒
2 , 𝑞

𝑒
3 , 𝑞

𝑒
4) is error quaternion

between attitude at time 𝑡 and target attitude, and 𝝎𝑑 is
target angular velocity. Then, action 𝐴𝑡 at a discrete time
𝑡 is given by

𝐴𝑡 = 𝒈(𝑡). (9)

B. Lyapunov Stability Theory
We consider stability about an equilibrium point of the

following nonlinear system:

¤𝒙 = 𝑓 (𝒙), (10)

where 𝒙 represents a displacement from an equilibrium
point. Lyapunov stability theory categorizes stabilities of
equilibrium points into three types: stable, asymptotically
stable and exponentially stable [16].

An equilibrium point is stable if there exists a𝐶1 func-
tion 𝑉𝐿 , functions 𝛼𝑖 (𝑖 = 1, 2), positive constant 𝑟 that
satisfy the following equations for any 𝒙 [16]:

𝛼1 (‖𝒙‖) ≤ 𝑉𝐿 (𝒙) ≤ 𝛼2 (‖𝒙‖), ¤𝑉𝐿 =
𝜕𝑉𝐿

𝜕𝒙
𝑓 (𝒙) ≤ 0.

(11)
An equilibrium point is asymptotically stable if there

exists a 𝐶1 function 𝑉𝐿 , functions 𝛼𝑖 (𝑖 = 1, 2), positive
constant 𝑟 that satisfy the following equations for any 𝒙
[16]:

𝛼1 (‖𝒙‖) ≤ 𝑉𝐿 (𝒙) ≤ 𝛼2 (‖𝒙‖),
¤𝑉𝐿 = 𝜕𝑉𝐿

𝜕𝒙 𝑓 (𝒙) ≤ −𝛼3 (‖𝒙‖).
(12)

An equilibrium point is exponentially stable if the
equilibrium point is asymptotically stable and 𝛼𝑖 (‖𝒙‖) =
𝑎𝑖 ‖𝒙‖ 𝑝 (𝑖 = 1, 2, 3), where 𝑎𝑖 is a positive constant and 𝑝
is a positive integer [16].

C. Lyapunov-Based Reward Design
There are various reward designs for control tasks. For

example, sparse reward is defined as follows:

𝑟𝑡 =

{
+1 task success,
−1 otherwise.

(13)

Sparse reward can easily reach the global optimal solution,
but the convergence speed is low.

Another example is a distance-based reward defined as
distance from a current position 𝒙 and a target position 𝒙𝑑
expressed as

𝑟𝑡 = −‖𝒙 − 𝒙𝑑 ‖, or 𝑟𝑡 = exp(−‖𝒙 − 𝒙𝑑 ‖). (14)
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As opposed to sparse reward, distance-based reward is
faster to learn, although it tends to fall into local optimal
solutions. These reward design above are useful to solve
many control problems including attitude control problems
[7, 8].

However, these methods do not guarantee the stability
around target points. In addition, optimization problems
are difficult to get global optima as more parameters need
to be optimized. Therefore, in this study, we design re-
ward for the attitude control of a rigid spacecraft based
on the Lyapunov function. In this Lyapunov-based reward
design, agent receives a positive reward if the Lyapunov
function 𝑉𝐿 satisfies the exponentially stable conditions.
Otherwise, agent receives a negative reward. We thus
define Lyapunov-based reward as follows:

𝑟𝑡 =


+1 𝑎1‖𝒙‖ 𝑝 ≤ 𝑉𝐿 (𝒙) ≤ 𝑎2‖𝒙‖ 𝑝

and ¤𝑉𝐿 = 𝜕𝑉𝐿
𝜕𝒙 ¤𝒙 ≤ −𝑎3‖𝒙‖ 𝑝 ,

−1 otherwise.
(15)

For the attitude control of a rigid-body-like spacecraft, we
define displacement 𝒙 and Lyapunov function 𝑉𝐿 as [17]:

𝒙 =
(
𝒒𝑒 − 𝒒𝑑 ,𝝎(𝑡) − 𝝎𝑑

)
, (16)

𝑉𝐿 (𝒙) =
𝑘𝑑
2
(𝝎 − 𝝎𝑑)𝑇 𝐽 (𝝎 − 𝝎𝑑)

+𝑘 𝑝

[
(1 − 𝑞𝑒𝑠 )2 + 𝒒𝑒𝑇𝑣 𝒒𝑒𝑣

]
, (17)

where 𝒒𝑒𝑑 = (1, 0, 0, 0) is the error quaternion for the target
attitude.

IV. Results
Table 1 shows the settings of environment and agent.

Table 1 Settings of Environment and Agent

Parameters Value

Moments of inertia diag(0.872, 0.115, 0.797) kg·m2

Stacked time 0.1 s
Frameskip time 0.0 s

Control frequency 10Hz (0.1 s)
Max control torque 0.5 N·m

# of steps per episode 1000 steps (100.0 s)
𝑘𝑑 1.0
𝑘 𝑝 5.0
𝑎1 0.01
𝑎2 5.0
𝑎3 0.001
𝑝 2

We consider two types of attitude control problems:
the case with impulse disturbance torque and the case

without any disturbance torque. In both cases, agent is
trained with the initial conditions that error quaternion is
randomly and uniformly distributed, and initial angular
velocity is 𝝎0 = (0.0, 0.0, 0.0) rad/s. In agent’s training,
we use 1M total timesteps to update agent’s policy, and
each episode is terminated if ‖𝒒𝑒 − 𝒒𝑒𝑑 ‖ < 0.01 or the
number of steps is 1000 steps.

A. Results without Disturbance Torque
We first evaluate agent’s policy under the condition that

no disturbance torque is applied during control. Initial and
target conditions are set as in Table 2.

Results are shown in Figs. 5 - 6. As we see from
Fig. 5, agent was able to control spacecraft to target atti-
tude successfully. We observe that the attitude maneuvers
satisfy Lyapunov stability conditions through the entire
evaluating episode as in Fig. 6.

Table 2 Initial and target conditions in attitude con-
trol without any disturbance torque

Parameters Value

Initial error quaternion 𝒒𝑒0 (0.707,−0.308,−0.308,−0.308)
Initial angular velocity 𝝎0 (0.0, 0.0, 0.0) rad/s
Target error quaternion 𝒒𝑒𝑑 (1.0, 0.0, 0.0, 0.0)
Target angular velocity 𝝎𝑑 (0.0, 0.0, 0.0) rad/s

Fig. 5 Time evolution of quaternion (left) and angular
velocity (right) without disturbance torque

Fig. 6 Time evolution of 𝑉𝐿 (left) and ¤𝑉𝐿 (right) with-
out disturbance torque

B. Results with Impulse Torque
We evaluate agent’s policy under the condition that an

impulse torque is applied at 𝑡 = 40.0 s. Initial and target
conditions and impulse torque are set as in Table 3.

Results are shown in Figs. 7-8. As we see from Fig. 7,
agent was able to control spacecraft to target attitude suc-
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cessfully. We observe that the attitude maneuvers mostly
satisfy Lyapunov stability conditions even after an impulse
torque was applied at 𝑡 = 40.0 s as shown in Fig. 8.

Table 3 Initial and target attitudes and disturbance
torque in the case of attitude control under an impulse
disturbance torque

Parameters Value

Initial error quaternion 𝒒𝑒0 (0.707,−0.308,−0.308,−0.308)
Initial angular velocity 𝝎0 (0.0, 0.0, 0.0) rad/s
Target error quaternion 𝒒𝑒𝑑 (1.0, 0.0, 0.0, 0.0)
Target angular velocity 𝝎𝑑 (0.0, 0.0, 0.0) rad/s

Impulse torque 𝒈ext (5.0, 5.0, 5.0) N·m
Time to apply impulse torque 40.0 s

Fig. 7 Time evolution of error quaternion (left) and
angular velocity (right) with disturbance torque

Fig. 8 Time evolution of 𝑉𝐿 (left) and ¤𝑉𝐿 (right) with
disturbance torque

C. Robustness for Different Initial Angular Velocities
To quantify the robustness for different initial angular

velocities, we measure the total number of steps where
the difference between the error quaternion and the target
error quaternion ‖𝒒𝑒−𝒒𝑒𝑑 ‖ is less than 0.01 in one episode.

As shown in Table 4, we examine 9 different initial
angular velocities. For each initial angular velocity, we
simulated for 10 episodes. The resulted number of steps
satisfying ‖𝒒𝑒 − 𝒒𝑒𝑑 ‖ < 0.01 (=success steps) is shown in
Fig. 9. When the initial angular velocity is increased, it
takes longer to reach the target attitude, but the control to
the target attitude is still accurately performed.

D. Robustness for Different Moments of Inertia
We investigate the robustness of the attitude control for

different moments of inertia from that of the training. We
thus measure the number of success steps for moments of

Table 4 Nine cases of initial angular velocities to ex-
amine the robustness of agent’s learned policy

Initial Angular Velocity 𝝎0

Case1 (0.0, 0.0, 0.0) rad/s
Case2 (−0.1,−0.1,−0.1) rad/s
Case3 (0.1, 0.1, 0.1) rad/s
Case4 (1.0, 1.0, 1.0) rad/s
Case5 (−1.0,−1.0,−1.0) rad/s
Case6 (2.5, 2.5, 2.5) rad/s
Case7 (−2.5,−2.5,−2.5) rad/s
Case8 (5.0, 5.0, 5.0) rad/s
Case9 (−5.0,−5.0,−5.0) rad/s

inertia of 0.1, 0.3, 0.5, 2.0, 5.0 and 10.0 times the moment
of inertia used in agent’s training. The results are summa-
rized in Fig. 10. When the moment of inertia is 0.1 or 0.3
times the moment of inertia used in agent’s training, space-
craft attitude control was not successful with the learned
policy, whereas in the other cases, the learned policy was
able to control the attitude with the similar performance to
the moment of inertia used in the training. In particular,
the robustness tends to be maintained for the moments of
inertia larger than the learned one. Therefore, it is sug-
gested that learning with models with smaller moments
of inertia is more advantageous to secure the robustness
against the changes in moment of inertial of a spacecraft.

V. Conclusion
We have used Lyapunov functions to design rewards in

the deep reinforcement learning for the attitude control of
a spacecraft. The resulted attitude control has been robust
to a disturbance torque and the difference in initial angular
velocities, satisfying the Lyapunov stability conditions for
almost the entire episode. Moreover, the learned policy
has successfully controlled the attitude of spacecraft whose
moments of inertia are larger than the one used in the
training.
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