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Abstract

This presentation introduces a heuristic
method of optimization problem. The method
which utilizes the successive bifurcations of
replicator equations is explained. The per-
formance of the method is demonstrated
by applying to a combinatorial optimiza-
tion problem, a quadratic assignment problem

(Q.A.P).

1 Introduction

One of the objectives of engineering science is
to develop the methodology of system design.
System design is to determine the structure of
the system which realizes the given function.
Here, the structure means the connections be-
tween the elements in the system. The compu-
tational theory of system design is the theory
of optimization. The optimization problem is
formulated as follows;
Minimize L(z;)

subject to gi(z;) <0 (k=1,---, M)

where function L(z;) is called the objective
function and variables z; are called the decision
variables. The functions g express the con-
straints on the problem. The methods of opti-
mization are classified into two groups. One is
the exact method which guarantees the opti-
mality of the solution. The other is the heuris-
tic method which may find a good solution

with a feasible computational cost. Now, we
must deal with a complex optimization prob-
lem. Complex means that the size of the prob-
lem is large and the imposed constraints are
complicated. Design of supersonic transport is
one of the examples. At that time, from the
practical view point, it becomes well suited to
obtain an approximate solution with a feasible
computational cost [1]. The heuristic meth-
ods are classified into two groups; one is the
stochastic method and the other is the deter-
ministic method. For the algorithms of the
stochastic method, there are the simulated an-
nealing algorithm and the genetic algorithm,
etc.. The deterministic method was first for-
mulated from the stochastic method by the use
of the mean field approximation. The basic
idea of the heuristic method is as follows; first,
an energy function is composed of the objec-
tive function and the constraints,

M
E(z;) = L(z;) + ; Aegr(2:) (2)

where A; are the constants. A dynamic system
of the variables z; is constructed as a gradient
vector field of the energy function E(z;)

: d

o= —B—E;E(:c,). (3)
The approximate solution of the problem is ob-
tained as an equilibrium point of Eq. (3). To
improve the performance of the solution, the
annealing algorithm (deterministic annealing)
is applied. The deterministic annealing is to
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vary the parameter in the system slowly. Usu-
ally, the rate of variation (Annealing schedule)
is determined empirically. We have proposed
another model of the deterministic method of
optimization problem. As the dynamic sys-
tem, we adopt a replicator system instead of
a gradient system and the annealing schedule
is determined based on the bifurcation charac-
teristics of the replicator equation.

In the following, the basic characteristics of
the replicator equation is explained briefly in
Sec. 2 and the proposed method of optimiza-
tion proposed is explained with numerical ex-
amples in Sec. 3.

2 The Replicator Equation [2]

The replicator equation is the equation where
the derivative of the variables is proportional
to the state of the variable. Here, we use the
following simple model,

U = (u1, -, un) (4)
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The proportional coefficient (growth rate) f; is
composed of two terms; the first one expresses
the self activatory and inhibitory influences,
and the second one expresses the mutual in-
hibitory interactions between elements. There
are three types of equilibrium solution. The
first one is the uniform solution U, where all
the elements take non zero values, the second
one is the transient solution Ut(m}nﬁ where the
values of the last £ elements are zero dnd the
third one is the feasible solution Ufm where
the only ith element has non zero value; that

Uuni=(*:*1"'r*) (SJ

k
Ut(fa)ns ( ) y*,0, ,0
Df(;a);s = (Oa ,0, x,D, " U)

where * means a non zero value.

The stability of Sols. Uy and U, feas are
as follows; in the region where « is small,
Sol. Uyp; is the only stable equilibrium solu-
tion whereas in the region where a is large,
Sols. Ugeas are the only stable equilibrium so-
lutions. And, the bifurcation characteristics
of the branch connected to Sol. Uy, are as
follows; when parameter « increases, Sol. Uy
connects with Sol. Ut(mns through t;he pitchfork
blf‘urtatlon and then, finally, connects with
Sol Ufeas where Sol. U&L is the solution in
whlch the only element with the largest value
of A has a non zero value (Fig. 1), where ay is
the point at which Sol. Uyyn; becomes unstable
through the bifurcation and af;) is the point
at which Sol. U{). becomes stable through the
bifurcation.

It should be noted that, from the view point
of optimization, this process can be thought to
be a process which searches the element with
the largest value of A.

The optimization method which utilizes the
bifurcation characteristics of the replicator
equation has been proposed. It will be ex-
plained in Sec. 3.
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Fig. 1. Schematic diagram of bifurcation of
Eq. (4)
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3 Optimization Method [3, 4]

The optimization problem is classified into two
groups, the nonlinear optimization problem
and the combinatorial optimization problem.
The former is the problem where the deci-
sion variables are continuous whereas the lat-
ter is the problem where the decision variables
are discrete. Here, the optimization method
which utilizes the bifurcation characteristics of
a replicator equation is explained for the com-
binatorial optimization problem. It should be
mentioned that this method can be also suc-
cessfully applied to a nonlinear optimization
problem. One of the examples of combinatorial
optimization problem is the quadratic assign-
ment problem (Q.A.P.). Q.A.P. is formulated
as follows;

Minimize L(X) = trace(A”X"BX) (6)

where X is a N x N permutation matrix, A, B
are given N x N matrices. For the problem,
we set the following replicator equation

U':[‘H.,J] (31J=11:N) (7)

Uij = fij(uij; o, o)

The growth rate f;; is determined so that ma-
trix U asymptotically converges to matrix X
with a small value of the objective function
L(X). The growth rate is designed as follows;

Jii=(1—- u)—;(Z ::"’Z”w)

i 7%
_2 S Do (@sisbie + azbu)udy (8)
v
(i,j=1,---,N)

The growth rate is composed of three terms;
the first one expresses a self activatory and in-
hibitory influence and the second one expresses
mutual inhibitory interactions between the ele-
ments in the same row and column. The third
one expresses the inhibitory influence due to
the objective function. There are three types
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Fig. 2. Schematic diagram of bifurcation of
Eq. (7)

of equilibrium solution. The first one is the
uniform solution U,y where all the elements
take non zero values and the second one is the
transient solution Ufﬁ,}ns where k elements take
zero values. The third one is the feasible solu-
tion Ugg where only the one element in a row
and a column ta.kes a non zero value. A feasi-
ble solution Ufm corresponds to a permutation

matrix X. The stabilities of Sol. U, and Ugﬂ
are as follows; in the region where ag is small,
Sol. Up; is the only stable equilibrium solu-
tion whereas, in the region where g is large,
Sol. Uf(e)g are only the stable equilibrium so-
lutions. And, the bifurcation characteristics of
the branch connected to Sol. U,y are as fol-
lows; when pa.rameter ag increases, Sol. Uppi
connects with Sol. Utmn, through the pitchfork
bifurcation and then, finally connects with Sol.
Ug;) where Sol. U corresponds to permu-
tation matrix X whtch gives the :th smallest

value of the objective function L(X). Indeed,
Sol. UZ%) is not the optimum solution but,
in many cases, is a good approximate solution
(Fig. 2), where aqr is the point at which Sol.
Uuni becomes unstable through the blfurcatlon
and ol is the point at which Sol. U be-
comes stable through the bifurcation.

Based on the analysis, the optimization al-
gorithm has been proposed;

1. Trace the branch of Sol. U,n; by increasing
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lowly.
Qg slowly Table 1. Performance of the proposed method

2. Accept Sol. Ufg;] obtained as an approx-

imate solution of the problem. , name | N Lopt L L[ Lo
Had20 | 20 6922 6970 | 1.00693
Nug24 24 3488 3490 [ 1.00057
Tho30 | 30 (149936) 151256 | 1.0088
Tho40 40 (240516) 241192 (1.00281
Tai50a | 50| (4941410)( 5051386 |1.02226
wil50 50 (48816) 48892 [1.00156
Sko56 56 (34458) 34502 |1.00128

In order to improve the performance of the
solution, the parameter ap must be increased
very slowly near the bifurcation points. The
deterministic annealing algorithm is designed
as follows; Function S, the entropy over the set
of the solutions, is introduced such that

PR S (9 |TaiS0a | 80| (13557864) | 13733524 1.01296
T~ T NInn & PiP Tai80b | 80 |(818415043) 821025553 | 1.00319
" Skol00a [100|  (152002)| 152502 |1.00329
) wil100 [100 (273038) 273294 | 1.00094
- “fj Thol50 [150| (8133484)| 8158137 |1.00303
Pij = 3
Ej" uij;
The annealing schedule is given as [2] A. S. Mikhailov. Foundations of Synergel-
d ) inger-
Adg = (AA;;H) Mgt (10) ics I, chapter 7. Springer-Verlag, 1994.

[3] K. Tsuchiya, T. Nishiyama, and K. Tsu-
where Aqp is the amount of increment of pa- ji_"*’"_ A’_l algorithm for a combiné.xtoria.] Op=
rameter ap for the interval of time, Aagd and timization problem based on bifurcation.
A5 are the amounts of increment of parame- submitted to Neural Networks.
ters ap and S for the previous interval of time. [4] K. Teudkiiya, T. Nishiyama, and K. Ten

Since entropy S is sensitive to the variation
of parameter ap near the bifurcation points,
by the use of the annealing schedule (10), the
value of parameter o is increased slowly at
the points where the bifurcations occur and as
a result, a solution with a high performance
may be obtained.

The proposed optimization algorithm is ap-
plied to the problems in QAPLIB. Some of the
results are shown in Table 1. It can be seen
that for many problems, the difference between
the value obtained and the optimum value is
less than 1%. The CPU time for the problem,
N = 20, is about 2 min by DEC Alpha Station
500/333.

jita. A deterministic annealing algorithm
for a combinatorial optimization problem
using replicator equations. submitted to
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References

[1] C. R. Reeves, editor. Modern Heurislic
Techniques for Combinatorial Problems.
Blackwell Scientific Publications, 1993.

This document is provided by JAXA.





