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Particle-in-Cell Simulations for lon Propulsion Applications

Joseph Wang
Department of Aerospace & Ocean Engineering
Virginia Polytechnic Institute and State University
Blacksburg, VA 24061-0203
jowang@vt.edu

This paper presents an overview on some recent advances in particle
simulation modeling of ion propulsion. We first discuss two new particle
simulation algorithms designed to handle complex boundary conditions
accurately while maintaining the computational speed of the standard PIC
code.

The first is the parallel, three-dimensional immersed-finite-element
particle-in-cell (IFE-PIC) algorithm. Domain decomposition is used in
both field solve and particle push to divide the computation among
processors. It is shown that the parallel IFE-PIC achieves a high parallel
efficiency of >90%. The second is the hybrid IFE-PIC (HG-IFE-PIC)
algorithm, extended from IFE-PIC to further reduce the computation time
and memory requirement for simulations involving non-uniform plasmas.
In HG-IFE-PIC, the meshes used by the IFE field solve and PIC are
decoupled and the IFE mesh is stretched according to local potential
gradient and plasma density. It is shown that the HG-IFE-PIC can achieve
approximately the same accuracy as IFE-PIC. Both the parallel [FE-PIC
and HG-IFE-PIC are applied for ion thruster plume modeling and ion
optics plasma flow modeling. We next present two simulation studies. The
first concerns multiple ion thruster plume interactions for a realistic
spacecraft and plume contamination on solar array. The second concerns
the simulation of whole sub-scale ion optics gridlet and accelerator grid
impingement current. Finally, we present an ongoing research on the
development of simulation based design tool. The unsolved issues and
future directions in ion propulsion modeling are also discussed.

This document is provided by JAXA.
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Particle-in-Cell Simulations
for Ion Propulsion Applications

Joseph Wang
Department of Aerospace and Ocean Engineering
Virginia Polytechnic Institute and State University

Virginia Outline

I. Introduction and Background
Il. Simulation Approach

* lll. lon Thruster Plume Modeling
IV. lon Optics Modeling
V. Simulation Based Design Tool

* VI. Summary and Conclusions

This document is provided by J
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*  Flow Species: (IPS ionizes 80% to 90% of xenon in discharge chamber)
— beam ions: O(10%)eV; un-ionized neutrals: O(0.01)eV; electrons: O(1)eV
— charge-exchange xenon ions: O(0.01)eV

0 —_— 0
Xe:'- eam + _Xe thermal Xe beam+Xe+CEx
— sputtered grid material

+  Flow Characteristics:
- inside optics/near spacecraft: electrostatic, “space-charge” flow

— far from spacecraft: electromagnetic, quasi-neutral flow
— ion flow “collisionless”

V%'Iéch Plasma Interaction Problem I:
lon Optics Plasma Flow & Grid Erosion

x [mm]
1075 V. -180 V

T 4« Through
»

Fhrough-pit |
Chamfer 7z [mm)

z

* The behavior of the accel grid current defines the operatic';n envzelop of an ion
optics system

* Impingement of beam ions and CEX ions cause grid erosion, the primary factor
that limits the service life of an thruster
— Structural failure due to grid erosion from CEX ions

— Electron backstreaming due to enlargement of grid holes from erosion
*  Current modeling status:
— Many ion optics models (designed for “local” aperture simulations) exist

— An ion optics model designed for whole grid simulation was also developed
recently (Kafafy and Wang, 2006)

This document is provided b

JAXA.
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Vilginiam Plasma Interaction Problem II:
W Near-Thruster Beam Interactions

«  While ion beam neutralization is readily achieved in experiments, the detailed
physics in the near thruster region is still not well understood.

« Current modeling status:
— Few simulation model exists for near-thruster interaction

« Full particle PIC simulations using realistic ion/electron mass ratio
were carried out for scaled-down thruster models (Wang et al., 2005)

— Near-thruster simulation remains a significant challenge

Virginia Plasma Interaction Problem Il
Wiéch Y
Plume-Spacecraft Interactions

-
solar array interaction

surface interaction
surface contamination
O Mo*

S SGE—

L O L
0 plume
Y —iL___‘—‘——_
5._‘.‘.?.:» X ) o
+ Low energy ions (Xe* and Mo*) produced in the plume iererence f
with space plasma

can backflow to interact with spacecraft measuramens

— Xe* plasma dominates local plasma
environment, affects spacecraft charging and
plasma measurements

— Mo* contaminates spacecraft surface

*  Current modeling status:

Many ion thruster plume models (most designed
for simplified spacecraft) exist

— New simulation algorithms and parallel computing
techniques are being applied to perform more
realistic simulation (Wang et al., 2006)

interference
with communication

This document is provided by

JAXA.
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Plasma Interaction Problem IV:

Virginia
Tt Plume-Solar Wind Coupling
«  Thruster produced ions may @
couple with the solar wind 8
plasma via several \\
mechanisms: / S
- Particle/particle coulomb ’/SD,Mnd B
collisions (negligible) o
— Cyclotron pickup i Xe* Plume Sola H*
— Wave particle interactions
»  Current modeling status: Visturia 7%

Hybrid simulations were
carried out on coupling by
wave-particle interactions 1 1
(Wang et al.,1999) _ )
— This problem is primarily 0 R
theoretical interest =

Solar wind proton pickup through electromagnetic
heavy ion-proton instabilities

Tech Overview of EP Interaction Modeling at Virginia Tech
3-D ES Hybrid PIC ion beamlet; grid erosion
3-D ES Full Particle PIC lelectron backstreaming
| /

Near-Field Far-Field
ear-Thruster ear-Spacecraft
Interactions Interactions
Plume-Spacecraft electron characteristics, plume potential
Interactions charge-exchange ion backflow
Plume-Solar Wind microscopic plume ion-solar wind kinetic coupling
interactions plume effects on solar wind flow macroscopic solar wind-plume flow coupling
3-DES 3-DES -D EM 2-D EM
Fhll Particle PIC ybrid PIC ybrid PIC ybrid PIC
L=0m L=1m L>5km
4 - -3 -8
n.=10 %em ° n =10 %em P =01n n <10 cm “=10n
° =1 = = ° r >1.5km =10 Fd
ro—.Sm r =.45m —3ro . 0
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Virginia
@reh Il. Particle Simulation Approach

 There have been significant progress in ion propulsion modeling and
simulation in recent years

— Particle-in-cell has become standard modeling algorithm

— Numerous PIC based models have been developed for ion thruster
plume and ion optics

+ Status: Computational time/cost & computer memory restrict the
application of particle simulation to small scale problems and simplified
spacecraft model

— Plume simulations typically use simplified spacecraft configuration
— optics simulations concern single aperture

— most use simplified model for electrons

— almost all use small domain...etc

« Challenge: Accuracy and computational speed present conflicting
Lequilc"ements for large-scale PIC simulations involving complex object
oundary

— Accuracy requires the use of tetrahedral cell based or unstructured
mesh to body fit the boundary to solve the electric field

* Very expensive for particle push

— Computing speed requires the use of structured, preferably Cartesian,
mesh to push particles

* May lose accuracy in field solve in the vicinity of boundary

e

< Existing parallel PIC algorithms:
— All use domain decomposition

— Most use either fast Fourier transform (FFT) or a local, non-iterative
g‘lethqd)(such as finite-difference time-domain or discrete-volume time-
omain

— Efficient parallel PIC codes have been developed using FFT or local,
non-iterative field solve methods for problems involving simple
boundary conditions

— Few parallel PIC codes exists using global, iterative field solve
methods for problems involving complex boundary conditions

¢ Our Recent Research:

— A new class of ES PIC algorithm is developed using the immersed
finite element formulation

— IFE is designed to accurately resolve boundary effects while
maintaining computational speed associated with standard PIC code

This document is provided by JAXA.
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Vigiia - - Immersed Finite Element Formulation for PIC Code

« Major features of IFE (Kafafy et al, 2005):

Mesh independent of object boundary: Allows
the use of Cartesian mesh for complex
geometric interface and/or time-varying
interface with the approximation capability as
the body-fit mesh

+ Accuracy: 2" order convergence

Electric field solved for both inside and outside
the object if needed: material property effects
explicitly included

Trial functions satisfy the jump conditions
imposed by material properties at interface :
Physics maintained at object interface

Based on finite element formulation: Nice
mathematical properties (e.g. algebraic
systems are symmetric & positive definite, etc.)
Cartesian mesh for PIC: maintains standard
particle search and particle push in PIC; avoids
numerical diffusion associated with particle
shape change

@ boundary Drichilet node © internal known node

© boundary Newmann node QO internal unknown node

interface element Bﬂori-i:rrefjface element

boundary non-interface element

T‘”” ;

15 o

IFE allows the use of standard Cartesian mesh based PIC algorithm for
problems involving complex boundary conditions

— Possibility to maintain standard PIC speed without losing accuracy

— Easy parallel implementation

This document is provided by

UJAXA.
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V‘@?ﬁm Immersed-Finite-Element PIC (IFE-PIC)

IFE-PIC: A hybrid finite-difference finite element PIC
— IFE used for problems involving complex geometric boundary
Mesh: Cartesian Tetrahedron-Based Structured Mesh
— Primary PIC Mesh: Cartesian cells
— Secondary IFE Mesh: each Cartesian cell is divided into 5 tetrahedrons.
Field Solver: IFE
Particle Push/Particle-Grid Interpolation: standard PIC

{ t

A A
. Do) . DOOD)
¢, 08,5 B S O 00.1G, .
o 5 s
T UKz, el d . prml
000 4" (of? L0 R 000 4" & 0 GR
¢, ongs T coom ge T
. B(1,0,0) . B (1,00
ar "
IFE-PIC cell Intersection of boundary with IFE cell
Virginia
wm Parallel IFE-PIC

* |FE Sub-domain Mesh

— Sub-domain IFE mesh includes

@ boundary Drichilet node © internal known node local and external nodes
@ boundary Neumann node © internal unknown node — Pointers are used to local internal,
|i local boundary, and external nodes
= . e o }
interface element non-interface element - Boundary conditions are copled

from global Mesh definition

boundary non-interface element

This document is provided by

JAXA.
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V%Téch Hybrid-Grid IFE-PIC (HG-IFE-PIC)

+  HG-IFE-PIC: Designed for problems involving complex geometric boundary and
non-uniform plasma in a large domain

— In the hybrid-grid version of the IFE-PIC code, the PIC and IFE meshes are
further made independent of each other.

+ PIC mesh: Uniform Cartesian mesh
« |FE mesh: Stretched Cartesian-based tetrahedral mesh

— Stretched IFE mesh is used for problems involving non-uniform plasmas in
large simulation domain.

— Mesh stretching follows potential gradients and local plasma conditions.

00 150 100 D

PIC mesh I-"—z IFE mesh JL:
(uniform Cartesian) (Cartesian-based, tetrahedral stretched mesh)

Vmﬁm HG-IFE-PIC Details:

* |FE-PIC-Particle Interpolation Procedure
— Physical quantities need to be appropriately traded among particle
locations, PIC mesh nodes and IFE mesh nodes.
— Particle charges are deposited onto PIC mesh nodes using linear
weighting.
— Charge densities are linearly interpolated from PIC mesh nodes into
IFE mesh nodes.

— After field solution, field quantities are interpolated from IFE mesh
nodes into PIC mesh nodes using the IFE /inear basis functions.

I °

|
/
;
/ !
. |

a) Particle-PIC Deposition b) PIC-IFE Interpolation ¢) IFE-PIC Interpolation

IFE-PIC-Particle Interpolation Process
Particle [black], PIC mesh [red], IFE mesh [blue]

—
—e
®

This document is provided by [JAXA.




10 FHIAZERTFEBA FEAB R DI JAXA-SP-06-014

V%Tedl lll. lon Thruster Plume Modeling

* Previous Study (Wang et al., JSR, 2001):
— A 3-D simulation model developed for the Deep Space 1
— Results in excellent agreement with DS1 in-flight measurements

* This study (Wang et al., IEEE Trans. Plasma Science, 2006):

— Simulation of more complex spacecraft configuration with multiple ion
thrusters

— Parallel IFE-PIC simulation using parallel computer
— HG-IFE-PIC simulation using PC
— Predict plume contamination for DAWN spacecraft

Vﬂﬂﬁm Simulation Model

+  Model based on the same physics formulation of our previously developed
Deep Space 1 ion thruster plume model (Wang et al., JSR, 38(3), 2001)

*  Model validation using Deep Space 1 in-flight data:

NSTAR thruster operating condition ML83:

IDS measurement: IDS potential — center potential: -15V; CEX ion density: 1.2E6¢cm
Simulation: IDS potential — center potential: -13V; CEX ion density: 1.1E6cm-

This document is provided by J

AXA.
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Virginia High Resolution IFE-PIC Simulations of
WM Multiple lon Thruster Plume Interactions

+ QObjective: .
— multiple ion thruster plume
interactions with a realistic
spacecraft
— CEX plasma distribution on solar
array surface and payload
« Domain:
— encloses the entire solar array
panel: 9.3mx9.3mx15.4m
+ Resolution:

— resolves the CEX plasma Debye
length in the entire domain

— CEX plasma resolution: 5cm
— Electric field resolution: 1cm

T

« Simulation Parameters:
— Particles at steady state: 125 million
— PIC cells: 155x155x256 (>6.15
million)
— Tetrahedral elements: 30.8 million
«  Typical Computation Time:

— Full transient to steady state
simulation: 10 hrs on 64 processors
of Dell cluster for 1000 PIC steps

— Steady state only simulation: 2 hrs on
64 processors

Domain Decomposition

This document is provided by

JAXA.
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Tech
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VBina  Computational Time: IFE-PIC vs. FD-PIC

Total Time Field Solver Time
18000 18000
16000 16000 n
w 14000 14000 - \
< 12000 - w 12000 —
= o \ T gl \ it
£ oo S o0 - N
2000 T — 2000 =
i 2 3 1 3 6 .T £ 2 3 4 5 & 7
log2{(Processor) log2(Processor)
Push Time (1o1) B
Code speed on 64 processors of the 4B
Dell Xenon cluster: 198
“ 100
§ - +{FE
steady state: 125 million particles and & <ok
30million tetrahedral elements 2
e E—
IFE-PIC loop time = 38s/step T et '
Particle push time = 21.2 ns/particle/step B
IFE field solve time = 4986 ns/cell/step (997 ns/element/step)
Vi ek Parallel Efficiency: IFE-PIC vs. FD-PIC
Total Efficiency Field Solver Efficiency
L2 1.2
1 —_— ! T ey
0.8 -“""-—H.H_ S 0.8 T .~ &
T wat o IET B -y
0.4 s 0.4
0.2 0.2
0 0
2 a 4 5 [ 7 2 3 1 5 6 7
log2 (Processor) log2 (Processor)
Particle Push Efficiency
. 0.35
Parallel efficiency for IFE-PIC at 03 Y
steady state on 64 processors: ~90% .. s
[
0.05
0
2 3 1 3 6

Teg2 (Processor)
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Virginia Hybrid Grid IFE-PIC Simulations of
Wmh Multiple lon Thruster Plume Interactions

+ QObjective:

— To further reduce
computation time and
memory requirement

*  Domain:

— 2-zone mesh

— Inner zone uses IFE-PIC

— OQuter zone uses HG-
IFE-PIC

* Resolution:

— PIC cell same as before:

5cm

— IFE cell:
* |nner zone: 5cm

* Quter zone:
Vcell _IFE/NVcell PIC
=1to~7

T T
P H
Hl;HH ”;t l[""}‘lk”i-*lw !
A O et

Virgi

i

* Simulation Parameters:

— Particles at steady state: 6 million

— PIC cells: 105x54x90

— Tetrahedral elements: 0.83 million

*  Typical Computation Time:

— Steady state only simulation: ~3to 5

hours on P4 @ 2.2 GHz

Y

=% |
siiievbase
EEjEzgac

Comparison of
IFE-PIC and HG-IFE-PIC

This document is provided by

AXA
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v uﬂﬁ&

Electric Potential

0.0x10'

lon density

¥ '-E&

Flux [A/%kHr)

13.000
11.000
9.000
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Tech Prediction of Plume Contamination on Solar Array

Virginia W
* A primary concern for space missions using solar electric propulsion is
plume induced contamination on solar cell

— power loss; temperature change; catastrophic shorting
+ Deposition of contaminants is calculated by tracing Mo+ particles from
plume to solar array surface
* For an ion thruster similar to the NSTAR thruster, the contamination
effect on the solar array is very moderate for DAWN configuration

* For multiple ion thruster plumes, deposition on solar array in general is
NOT the sum of the contamination produced by individual thrusters

Cases 1 2-A 2-B 2-C 3
Solar Ave (A/kHr) 0.014 0.014 0.018 0.0501 0.0704
Array Max. (A/kHr) 0.2513 0.216 0.0357 0.4085 0.4717

-

V“g‘ﬂﬁm IV. lon Optics Modeling

*  Previous Study (Wwang et al., JPP, 2003):
— A 3-D “local” simulation model developed for NSTAR ion optics

— Results in excellent agreement with measured erosion pattern and
erosion depth

* This study (wang et al., 2006):

— Simulation of a whole ion optics gridlet

* new model explicitly includes apertures located at the edge and fully
accounts for the effects of geometric asymmetry

— HG-IFE-PIC simulation using PC

— Predict erosion from direct impingement at cross-over for CSU
subscale ion optics

This document is provided by

JAXA.
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Virginia

W'Iéch

The behavior of the accel grid current defines the operation
envelop of an ion optics system.

Accurate prediction of the cross-over and preveance limit is
essential to ensure long-term ion thruster operation.

Model predictions of ion impingement limits are currently based on
extrapolations of single beamlet simulations

— Existing ion optics models are either axi-symmetric or 3-D with
symmetric boundaries.

— The geometric asymmetry associated with the edge apertures are
not resolved.

Previous simulations of CBIO gridlet were not able to accurately
predict the cross-over limit

Both the disagreement between simulation and experiment and
ongoing experimental studies suggest that the effects of geometry
asymmetry and sheath interaction between adjacent holes may
have a significant influence on the cross-over limit

e

r08i0
aue

“Local” optics simulation of grid erosion for normal operation condition
(Wang et al., J. Propulsion & Power, 2003)

® — Profilometer Measurements
104 o — Simulation Results

?

Groove

Erosion Depth (um})

Grid : . . ; ; :
00 800 1000 1200 1400 1600
Position Across Groove (m)

Aperture

v /
4 N\ .

Downstream face of accelerator Simulated erosion contours over-
grid after 8200 hours at 2.3 kWe laid on measured erosion pattern

-+ Prolilometer Measurements
- Simulation Results

T T T T
-500 0 300 1000 1500
Position Along Groove {um)
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thiﬂ.iﬁm CSU Subscale Gridlet

screen hole diameter, d, 2.305 mm

screen grid thickness, t, 0.461 min
acceleration hole diameter, d, 1.396 mm
acceleration grid thickness, ¢, 1.016 mm

screen to acceleration grid gap, {;  0.810 mm
center-to-center hole spacing, ..  2.674 mm)

Sub-scale CBIO-style Poco graphite grids.

5 m’réch Simulation Model

+ Simulation model are based on the HG-IFE-PIC algorithm (Kafafy and
Wang, JPP, 2006)
— Explicitly includes apertures located at the edge

— Fully accounts for the effects of multiple ion beamlets and geometric
asymmetry

7-hole gridlet model:

Assume uniform
upstream plasma density

( )\(@ simulatiol

ion optics aperture

-

This document is provided by

JAXA.
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Vnguuzlm Simulation Mesh and Simulation Parameter
+ PIC Mesh: A
— Uniform Cartesian g:¢Ja_/ﬂ
L)
- IFE Mesh: YN
— Multi-zone stretched Cartesian-based tetrahedral mesh é /;f/‘
80
60|
= 40
20
L % 20 @ % 80
* Simulation Parameters: x
— PIC mesh: 90X52X281 z
— IFE mesh: 90X52X280 (4,704,400
elements)
— Upstream resolution: h=5.2E-5m
— ~ 117,000 streamlines per simulation loop.
Virginia Experimental Results:
M Accel Grid Impingement Current for 7-hole Gridlet
18 r
g Net
£ —o— 0.
s
2 12 —A—1.2kV
& ~a—1.42kV
E —+—1.6kV
l% g —o—18kV
F
E
£
s , . .
0.0 0.1 0.2 03 0.4 0.5

Beamlet Current [Jy] (mA)

net acceleration Viy  sereen grid voltage V,  accel grid voltage V,

00V TT0V -140V
1000 V 970V -150 V
1200 V 1170V -166 V
1420 V 1390V 170V
1600 V 1570V -176 V

This document is provided by

JAXA.



20

FH A2 FE PR AR R L JAXA-SP-06-014

Virginia

Experimental Results:

WTQCh Cross-over and Preveance Limit Definition

Zr 7-hole gridlet operated at V=1600V

7-Hole CBIO Gridlets
f3=0.81 mm

V= 1600 V
Vy=-176V

'\’W\‘W»—r*w‘v&m

Crossover Limit Perveance Limit

Impingement to Beamlet Current Ratio (%)

3
000 003 006 009 012 015 018 021 024 027 030 033 036

Beamlet Current [Jp] (mA)

Jo = imp T Feoe + ']lea.ka-ge Jeex ~ 4.5%Jb

Cross-Over and Preveance Limit is defined at Ja/Jb=5.5%

T

Experimental Results:
Cross-Over Limit Behavior for 7-hole Gridlet

0.05 A

0.04

0.03 |

0.02 r

0.01 k Jp o= 0.0082V,%°21

Crossover Limit [Jpc] (MmA)

0-00 1 | | | | |

0.9 1.1 1.8 1.5 1.7 1.9 2.1
Total Accelerating Voltage [V] (kV)

This document is provided by

AXA.
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Virginia

W’Iéch

Accel Grid Impingement Current for 7-hole Gridlet

Simulation Results:

—@®— 1000V 7Hole Num
—@ — 1200V THole Num
—@— 1420V 7Hole Num

Impingement to Beamlet Current Ratio (%)
o
T

TR B ST ST S SRR WA NN SHOY WA NN TR SN SR S |

1600V 7THole Num

{
(]

0 0.01 0.02 0.03
Beamlet Current [J,] (mA)

Simulations do no include CEX ions and leakage current

Virginia

Simulation vs. Experiment:

Tech Cross-Over Limit Behavior for 7-hole Gridlet
0.06
——#@—— T7Hole 0.8mm Exp
0.05 ~——@— 7Hole 0.8mm Num Cross-over limit in

=
o
=

0.03

0.02

Crossover Limit |J, o (MA)

0.01

lIlllll‘lillllllflllllllIIlll_lj

1 1 L | L L L | L i L ]

1000

1200 1400 1600 1800 2000
Total Accelerating Voltage [V,] (kV)

experiment:
Ja - Jecex=1%dJb

Cross-over limit in
simulation:

Ja>=0

This document is provided by,

JAXA.
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Vuglma'm e

Simulation vs. Experiment:
Accel Grid Impingement Current for 7-hole Gridlet

14 14 .
g | g | 3
E 12 % 12 - \
e | ——®@— 1420V 7Hole Num e ~—® — 1600V 7Hole Num
E - f @ 1420V 7Hole Num Modiffied E o '\, —®— 1600V 7Hole Num Modified
g . | : AN
8f g °f R
AN Ol .
5 @ I S
6F @ of S
$ g I L s
¥ 4L o MU B afF L)
E [ . ﬁ o
- N -
E‘ 2r \\ §_ r .\‘\\
E f I .
ol S et 05 a01 002 .02 04 505
Beamiet Current I J.,] m A) Beamlet Current [J] (mA)
Blue line: origin of the Blue line: origin of the
simulation curve shifted simulation curve shifted
from (0,0) to (0.001,4.5) from (0,0) to (0.005,4.5)
Virginia Simulation Results:
Tech

Beamlet Profile at Cross-Over

1, =0.15 x107m"3

1.0x10%!
B 10x10®
1.0x10?
1.0x10%
1.0x10%
1.0x10%
1.0¢10™
1.0x10%
1.0x10%

JAXA.
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Viginia_

Simulation Results:
Beamlet Profile beyond Cross-Over

n, =0.05 x107m>

Rta
FIEM
237802

Simulation Results:

w%mwﬁm
lon Impingement Distribution at Cross-Over
B
) Edge Hole
Center Hole

/

This document is provided by

JAXA.
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Simulation Results:

VIR Tech
lon Impingement Distribution beyond Cross-Over

Edge Hole
Center Hole

b
T

V'R.ch Prediction of Cross-Over for CSU lon Optics Gridlet

« Cross-Over onset starts at edge apertures!
— Cross-over occurs at higher J,, than the center aperture
« Beamlet profile is asymmetric for edge apertures

— lon beamlets focused more towards the gridlet center due to the
asymmetry in E field near grid surface

* lon impingement distribution is asymmetric for edge apertures

— Direct impingement concentrated on the aperture side oriented
towards the gridlet center
« lon impingement distribution has a hexagonal pattern for the center
aperture

« Edge apertures will experience significant more sputtering erosion than
the center aperture.

This document is provided by JAXA.
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Virginia
e V. Simulation Based Design Tool

+  Modeling and simulation are playing an ever more important role
in electric propulsion and spacecraft interactions research

« The sophistication of the models and the capability of
supercomputers have reached such a level that it is becoming
feasible to use computer simulations as “virtual” experiments in
place of real experiments for many applications

« Objective:
— To develop a simulation based design tool for spacecraft using
electric propulsion

\E g“m“am COLISEUM framework

Y -
4 WA IIIII
'3_

g S

@irgl'niaTech

Invent the Future

Surface
«Simulation mesh \
*Material specs

Particle Sources
*Exp profile: LIF, j
*HPHall, CHETC

Sputter Model / Collisions

*Lab measurements «Cross-sections, literature
*Model, f(E,8) -Limited data

Results
*Plume properties
*Surface erosion/deposit

Advatech
Solutions i

(Spicer, Wang, Brieda, 2006)

This document is provided b

JAXA.
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Vm DRACO

+ A set of multi-purpose 3-D electrostatic
PIC codes developed at VT and AFRL
— QN-PIC: —
* Quasi-neutral plasma with i
Boltzmann electrons

FD-PIC:
* Full particle/hybrid PIC =
» Standard finite-difference field Input{|’

solver =
IFE-PIC M '
¢ Full particle/hybrid PIC

» Hybrid finite element/finite
difference formulation Simufation Englrie ik Tidiing Einronment

¢ Immersed finite element field
solver
— Mesh-Object Intersection (VOLCAR)
« Interface between PIC and CAD
defined spacecraft model

Network

i

_DRACO

i

Viginia Ongoing Work:
& Simulation of EP Ground Experiment

DRACO Simulation set-up:
Model generated by Solidworks /Hypermesh
Red = Thruster
Blue = Pump
Grey = Tank Walls
Green = Graphite
Comparison with experimental current density sweep

at 0.6m

This document is provided by |

AXA.
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VIS Tech Preliminary Results

phi-ave (V)
1.9E+01
1.6E+01
1.3E+01

1.1E+01
7.8E+00
=1 S5.1E+00
2.4E+00
-31E-01

W W 40 @ &t % 30
Angle, deg

Effects of collision model

W0 ‘ e
o = D PL“’— =
et ook (AR + 20160 - Erpermercss
i i
§ £,
g b é 1w
: i
' w'E
T "Iﬂ w0 30 40 0 &0 75 80 0 ,an ‘ID“ "0 ! 4‘3 5‘0 6‘0 7Iu elo I;
Angh, deg Angle, deg
Effects of neutral plume density Effects of collision cross section data
(Spicer, Wang, Brieda, 2006)
Virginia .
Tech VI. Summary and Conclusions

+ Significant progresses have been made on developing particle
simulation models for ion propulsion

— Such models are beginning to meet user’s requirements in sophistication
(all physics included), computational speed (3-D simulations performed
routinely), and accuracy (agreement with experimental data)

— Particle simulation models are increasingly being used as engineering
design tool in development of new thrusters and in preflight predictions

of plume effects
* However, many challenging issues still remain to be solved

— How to accurately incorporate the many “engineering details” of real
spacecraft (or thruster) into the model?

+ surface material properties, surface interactions, detailed device
configuration, detailed plume characteristics, detailed experimental
setup... etc, etc

How to account for uncertainties in experimental data?
— How to avoid mis-interpreting the physics?
— How to continuously overcome the computation limitation?

This document is provided by JAXA.
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JAXA/JEDI project on the development of plasma simulator
for spacecraft environment

FH &z
SRR AETFE T
E-mail: usui@rish.kyoto-u.ac.jp

W "
FHAZH AN FHAAMEAR FHBEERET & —
E-mail: iku@stp.isas.jaxa.jp

LW #HF
FHMEAT /AR Fi - SR LY 22—
E-mail: ueda.hiroko@jaxa.jp

[ e
[ STAR IR SE 7T

E-mail: okada.masaki@nipr.ac.jp

R 17 FREIC JAXA T - HHE T ¥ #— (JEDD BEEL, IRETITOhEFHSZ X
YW O T 7 A~ I ab— g CEREBEOHIRERE, BERET A AL MRETE
HIZRGIIIERAT 5 Z EBARDENTWD, ZOERIZx L, JEDI Tit, FHEL EDFHTZ
A= O ASER 8T 2 JAXARERE 75 X~ I = b—Z OG5 £ AL 18 4
HEMT 5, TOMEBRK 7 Av v ab—Fid, TRNECFHT 7 A~BHBOMITICHAVS
T & ¥ Particle-In-Cell(PIC) 5 Xv 2 ab—avkarFzyr e L, Zhic, B1E JAXA/
M TERFETHEIED SN TV AHEFFEMATY —/L (MUSCAT) TBIZ S i@ 5 fifnef
BT ) U IEAMNT D2 LIk, FHT T A< L AHERBE~DEEIZ W CERF
HETOIBMEY I 2 b—a Y — A Thd, FiZ, MUSCAT TIIMHT§ 5 Z L Bl 7T X
VI EFBRBROBT XA T I ABREETIHBITONT, JAXA A——arbBa—FEEK
FRICEEGE L CRBEBIES I 2 L—2a r&1T) Z LIk » TR R EED 5, BENIZIE, BE
DD DREBIN T T A< HIC L M RBRE~ORBIZEH L, JRZE, A AP 7
FR=waAyBIE— RETIAET 77T 4 TIZHA U HER, HEBRMEA 2 & ORI
¥, WRT T A=A N EHFEMATEWRHBICERT 52220 LT 5, AL 18,19 FE
i, T2 b—FOEBHRE L LT PIC I 2 L—HF D JAXA A—/3—a ' a—F ~DOBHE,
MUSCAT #EE7T V7LDV o | RN OOREENT 7 Av il % g T 51 —F O
L FDEET A N EATVN, B 20 FELED T 2 L—Z ORI ~OMERH 1T 9.

This document is provided by JAXA.
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Background

« JAXA/JEDI (JAXA’s Engineering Digital Innovation Center):
Importance of plasma simulation

* They need plasma simulations useful for spacecraft design and
space projects (engineering aspects)

* In FY2006 and 2007, feasibility studies on

* Numerical tool for grid-life estimate of ion propulsion engine
* Plasma numerical simulator for spacecraft environment

» Combination with MUSCAT (Multi-utility spacecraft charging
analysis tool)

This document is provided by JAXA.
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Objectives

* To develop a numerical plasma simulator
with which we can examine various
interactions between spacecraft and
spaceplasma.

» To investigate active plasma emission such
as electric propulsion and plasma contactor
and its interactions to the spacecraft
environment

* To contribute to the development of the
associated technology

What MUSCAT can do
or cannot do ?
» Approximated steady state values of S/C

surface potential
 High-resolution S/C modeling

Difficult to treat

 Active plasma emission from S/C and its
effect on the plasma environment

« Time-dependent, transient phonemomena

This document is provided by

JAXA.
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Numerical plasma simulator

So far, almost no full PIC simulations with
complex spacecraft modeling

_ _ Domain decomposition
High-resolution S/C model PIC code developed

modeling developed  for massive parallel super
for MUSCAT computers

sy ¢

Develop a simulator for the
analysis of time-dependent
S/C- plasma interactions

In numerical plasma simulator...

F_-_____________—-

| Geometry of S/C / ; ]
Surface mati% etc S/C modeling

Space plasma / »_Plasma parameters I
environment I
=l

[ Current at each part of S/C surface

bl Amount of charging at each part of surface

M U S CAT ro Utl nes l Surface potential

h_-__-____

* Introduction of S/C modeling into PIC algorithm
 High performance with supercomputer

This document is provided by [JAXA.
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An example of MUSCAT S/C modeling
— WINDS satellite-

CADocuments and Sett| £

9 [ compuleParameter|
[ reatdat

i

e
c s Eo2
Y ]
& !
&
ES
-
i

I

o

|

ﬁ

-

10

What to develop ?
-Core PIC engine for super computer
-Plug-in routines for initial/boundary conditions

What is the difficult issues in PIC method ?
-Combine non-PIC method ?
-Develop a new treatment ?

What kind of framework or structure for simulator “
-Collaboration with multiple people

-Maintenance

-Computer hardware

This document is provided by

JAXA.
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Simple model of plasma contactor

e 2D PIC model ___Recovery to
space potential
Background i 0 s s s ;
k et Plasma emissign ~
(l_(?n,electron) ' (electrons + iojls) £
B Wlovvormnabucomecnmedinearmssmbsncsacmsrniillbineersfoseessansciosns
/ L : H i
E.Q: ﬂ?( O.SCill:atiOIi : ;
2T Lloabt UHR it
T2 ’ ’ i : :
- frequéncy: :
(Dﬂoating g M E ............... 4
3 s
...N.éé - l E IEF T PECIEEETrrT T JE .......... daaaad
> ™ flodting
A conducting body X B seors i i S O SN
+ ambient plasma (LEO) 0 2 4 g 10 12
+ dense plasma emission ime/Tpe
(emission rate 240no/unit time) Plasma emission
Potential profile e
# o A 9 m—C ‘What is the process of charging

g mitigation ?

- 8 *How effective ?

4 *Where to place and how many ?
*Any turbulence at S/C environment ?

Transient

phase

T rada e

H cieaging S e A e Al i

i e P R L PP S [ e E e e

_________________________________

fffffffffffff ~— Electron flux to §/C |-

Normalized

This document is provided by|

JAXA.
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-;

FY 2006:

* Introduce MUSCAT S/C modeling into
PIC simulator

* Active plasma emission from S/C

W Parallel computation for
JAXA's new supercomputer

system

B Project support

FY 2007:

+ Proto model of plasma numerical simulator for
S/C environment

Assistance by a Post-
doc (Muranaka-san)

MUSCAT development

This document is provided by JAXA.
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Development of Grid-Life Evaluation Tool for Ion Engines

1
ISAS/JAXA
E-mail: kuninaka@isas.jaxa.jp

ETS—III, ETS—VI, COMETS##C, ETS—VII & Tk - B~ AR 7oA A4
T VURIAPEEAIELTOET, BIEREDICE EL T, 1TSS/ NKERER
OFEFHREIMATICEY, HILWFEBSRmShEL, 1 EIZH->TiE k#io
FHIviar A, 35emml P 1 200 1 10HIsp24 ~TF 22 B R 583 IR 0X
nTnET,

AF 2T DTTANET VBRI Y ST, TN FETIHARED DI ERF
THEHRGRIROFmRBRE EE L TEXEL, AR EL, F-EREMmOLEE
BRI, ZOIH R HRERELT-BIR H Tt A2 B FHE O ZENH TP
EAR AR 2> TOET,

AF Y TV OBAERATIC B T2 E AR EARITIERE T, ZhETHRICAE
BRLCEBDEL, F7IZ, Q0F B FIBIC R KRS TR I A A #uE i#fTy — v
i Bt RAZ L H—RTHY, u 1044 P Z)yRBBICESEBRUEL

ZOENERBICIHL, EXMEERTEZISICRBIEI-0IC, ENOHE -
EF;‘L%‘ DI ZFEEL , JIEDI (JAXA Ion Engine Development Initiatives) > —/L®
WFEBRFRICAE FLEL, 2, A2 - F T T4 7 2 FET NV ERFB R R
IZEDRRIELUT2 %, SERZAT IC KO R VBB BT BRI 1% . /=138 E OIEBNERER D
FHMmiEliE £l T 50T, JIEDIF R AGREICEY, RS HOHDHAF
T VUENTREERNICHEERL, T R EH ~ORBEALR (foothold in space) ZHEMR
TAHILENTEATLLY,

52 B [ T A BB
1) v REEREHR

5, 7Y o P HARER
- BE a3 JIEDI'V—)L ?ES;I\JAE

142D V% (JIEDD) AXOHEL
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Development of Grid-Life Evaluation

Tool for lon Engines
JIEDI(JAXA lon Engine Development Initiatives)

Asteroid Explorer
“HAYABUSA”

| Rendezvous
. in Sep 2005 Crusine

Launch by Dimensions
‘MSMROCk&I)R :1.0mx1.6mx1.1m
iy May 200
\ Earth Swing-by - & We|ght ! 380kg(ny)
©in May 2005 .

' o Chemical Fuel 70kg

@ Xe Propellant 60kg

Total 510kg
J Electric Power : 2.6kW@Earth
"Eath  Communication : X band

Direct Reentry
e inJun 2007

Crusing by lon Thrusters

This document is provided by J

AXA.
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Microwave Discharge lon Engine
Single microwave (4.25 GHz) generator drives lon Source and
Neutralizer without hollow cathodes.
No time limitation for air exposure.

C-C composite material grids are used instead of Molybdenum.

Plasma
Source

= |

&

%;L__ﬂ'

=

¥

:-
T

9

(‘////////f

-
Fr—

Thrust, mN

Microwave Discharge Ion Engines

u family:

T/ 300Nk
I'sp:3, 000sec

u20
[ ]

05 wiOHIsp ]
®

Melco
IES oy

. Boeing
XIPS13
O QAstiumUK10
/O
AstriumRITI0

o
<

<

(o]

3 o
-
d
3
s
"
Q

220

L
a0

#10

/

3000

% 1000 2000
System Consumption Power, W

Achieve 26,000hours space operation in 2005

\Achieve 30mN thrust in 2005
T/P: 10mN/KW %
Isp:10, 000sec

~

Achieve 10,000sec Isp in 2005

Relay sat %

GEO satellite

LEO sal‘

This document is provided by

JAXA.
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Failuare modes on DC discharge ion engines

(a) Flakes on screen grid disturb ion acceleration and causes direct
impingement to accel grid and resultant structual break.

(b) Flakes between grids cause electrical short or degrade electrical
isolation.

(c) CEX ions cause structual break of accel grid.

(d) Enlargement of accel grid hole leads electron back flow.

(e) Heater snapping of hollow cathodes.

(f) Erosion of hollow cathode due to plasma impingement in ion source.
(g) Erosion of screen grid due to plasma in ion source.

J.R. Brophy, J.E. Polk and V.K. Rowlin, “Ion Engine Service Life Validation by

Analysis and Testing”, AIAA-96-2715, 1996
6

This document is provided by

JAXA.
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(4B ARDU—Y THul
@ ok FYvE JYvE

| 7
DC Discharge lon Engines
Hollow
Neutralizer
Ion
Beam
Hollow
Cathode o
8

Magnets

This document is provided by

JAXA.
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Microwave
Neutralizer

Ion
Beam

Magnets

PM-Phase Endurance Test History

PM-phase endurance test achieved 20,000 hours at end of 2002.
Whole PM ion thruster head with neutralizer has generated screen
current enough to I/F performance during test.

There was no interruption except FM performance test and
maintenance of test facility.

140

20000
at Ocl. 25, 2002

¥ | Screen Current

Achieve 18,000 hours J

W
o

:

:

Lo

in Screen Current

Performance Lower Limit

@
(=]
vuw ‘Jusing uselos

125

Accumulated Operational Time, hours

: Operation
Time
0 'l aaa sl 1 i 1 | IR

120

2000 2001 2002

Apr  Jul Oct  Jadpr  Jul Oct  JaApr Jul  Oct

10
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Accel Grid Erosion on EM endurance test

Before Test After 18,000-hour Test

11

Objectives

Construction of Development Scheme of lon Engine System
JAXA lon Engine Development Initiative (JIEDI)

Development of Grid-Life Evaluation Tool

Grid-Life Approval Method
JIEDI Tool + Long Term Operation

Development Scheme

Workshop 2006-2007
Preliminary Version will be applied to HAYABUSAZ2

Tool Development 2008-2009

12

This document is provided by JAXA.
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JAXA lon Engine Development Initiatives (JIEDI)
Endurance Qualification Scheme

Old Method

Design — Manufacture — [ P M 1 (Endurance Test: 2years)
— | P M 2 (On-off Cycle Test: 1year)
— FM — Performance Test — Integration

Proposed Method

Design — Manufacture - FM — Performance Test — Integration

Outlines of JIEDI Tool

(1) Three dimensional and asymmetric
(2) Constant and Time-dependent Bias
(3) Collision between ions and neutrals
(4) Grid deformation
due to sputtering and contamination
(5) Failure modes:
Electron back-stream

Electrical isolation between grids RISy S Y
oy REER

A s s % a1kl
v 1.2RV -300V oV

14
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VAT LEEL

JiEDI Master

”"’

RISy H U
)y REERZ

lon Cannon ;;;’}ri
A& R
Uy RER
.~ Light Server
& NO < s 7m
YES 15
TR
#T7
Technologies for JIEDI Tool
Item S e e ey e i ——difficult
Dimension : 2D symmetric 3D symmetric 2D asymmetric
lon : lon Track Particle Collision PIC
CEX Momentum Coulomb DSMC
Neutral : |Rarefied DSMC
Electrode : fixed transformation
sputtering contamination DSMC
impinge angle | ejection distribution
energy accommodation rate
two grids | three grids
Failure : electron back—-flow electrical short
CPU : fast parallel
Goal

16

This document is provided by
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Grid Deformation ||
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DSMC
i 514k
Grid-Life Evaluation Tool
JIEDI Tool
lon Engine Development -
AXIET ) v FiFA A
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2006 07 08 09 10 11 12
a—FRA%E <——
D—oiavdA A Bl D—45 29w TEmnE
S FIBEHIRFRA P B E S A SR
O— R ———— J ED e g—
fit A ETILIRTA e =|
D—& i gy A
fit A gtER—— A
SERfEE
HEEHE—A——DA

FHEER
J—HvayFA
BEY— LR EfH———
T — LS e—— — >
| #T15EHFA A

G [ZoRE2 BhtEAL

18EE-19FE: J—4Yav7AX (KRERMEEOSH)
JI77L2R: PMIA 2 AEMREBREDST )y FTF—4&

FHOrTy b EEISvYa BTy FO1FEMEU 3 AEMMARBRER TR
IAXARRIRIRE & L THAR

2OFEELE: BEYV—ILORHE 18

This document is provided by JAXA.




BMEBRE T X<l Ial—aryU—2 g v ks 45

Numerical Simulations of Ion Beam Optics and Grid Erosion for
Ion Engine Systems

i IR
FORERSLIE LA R SR 2L b-5<D TAEF}

E-mail: mnakano@kouku-k.ac.jp

AF T DOBFFE - BRRICBNTI T2l — 2 ar B R L TOABREIERN T4
(2, M)y R R OBEEFFM O IR E BN T D, A4 oo DR %275 X~ 1k
FTHIEIINAF U EED L, BALZEEMNZ MRS )y R RIS A A B IES 5
L CHEE NG D BRAEH THY, Ly BERITHRIIMETEDLWIFERE (FhHE
I BENEVIFFEER L TS, IEZ Vs RbAA B —2E T BBRIC I, N
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—alDRILIRENZDWTIEAD, BT, A P ORI VYRR OHF
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Numerical Simulations of lon Beam Optics and
Grid Erosion for lon Engine Systems

Masakatsu Nakano
Tokyo Metropolitan College of Aeronautical Engineering

Outline

* Simulation needs
— Optics design
 Achieve higher thrust performance
+ Avoid direct impingement, electron backstreaming

— Lifetime evaluation
» Grid erosion
* New 3-D simulation code
— lons from elastic collisions
— Neutrals
— Redeposition (sticking effect)

This document is provided by

JAXA.
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lon engine system

Acceleration Neutralization

1
\ lons eiztrostatically ~ Accel grid
accelers\ad Screen grid

Discharge chamber

\ LJ/ l_’fi Decel grid

= O
Propellant injected \ g
2 9 :
\ Discharge Plasma Potential
p O0o____—=
] ~1000V
e
O
| Y =
i O ==
Electrons emitted ~
by cathode
Potential Hil
o Potential Wel
Electrons impact propellant :I © / Ambiont Plasma Potertial
i ¥
atems to create ions Elections Injectsd it \/
beam for neutralization -200~-500V

Potential on axis

Simulation needs

« Parametric study
— Grid optics design

+ Achieve higher thrust S p— e—
performance ! l- '
+ Avoid direct impingement TR
and electron backstreaming L LR s By, L
Screen grid Accel grid Decel grid -

—F T ‘ ‘ [TTT1 Electrons are expelled by negative poteﬁfial
[ | |
[ |

L]

Direct impingement

Negative accel voltage is not enough.

This document is provided by

UAXA.
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Simulation needs

« Lifetime estimation of the grids

— Electron backstreaming _
- Structu_ral failure Erasion

} &

Downstream side of the accel grid

The accel grid is too eroded to apply negative voltage.

Grid erosion (3-grid system)

Screen Grid Accel Grid Decel Grid

Discharge Deposition
Chamber

4‘\_.

/

Space Chamber

This document is provided by

JAXA.
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Grid erosion (2-grid system)

Screen Grid Accel Grid

Discharge
Chamber

| A Procic e

Electron backstreaming

Structural failure

This document is provided by

JAXA.
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Grid life simulation for 3-grid system

Geometry change of the grid system
— 2-D asymmetric model (Nakano and Arakawa(1999))
— Erosion due to the sputtering of CE ions

Grid life simulation for 2-grid system

3-D simulation (Nakano and Arakawa(1999))
— Erosion due to the sputtering of CE ions

(mm)

2.0 e :
15 A (\ )

0.5 v ‘// o e
) i \) 4 (
! “) i ‘/#\ }
-2.0 S SEENE WHEFSSS A

- 5 <A Ja! - dgn.SGOmm

-0.180 mm

0.300 mm

0.240 mm

0.120 mm

0.060 mm

This document is provided by J
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New optics code

* Motivation

— More correct and reliable lifetime estimation
» Geometry change of the grid system by erosion and redeposition
» More accurate model
— Tracking following particles
» Mainstream ions
» lons and neutrals from elastic collisions
» Charge exchange ions and neutrals
— Sticking effect of sputtered atoms

— Design tool
» Simple
— lons, neutrals and atoms are considered as beams
— Electron density is calculated from Boltzmann relationship

Model

Potential and densities Screen grid "y
_ V¢:-(/Ol-pe)/g Accel gri

/
o« pESSIVRdS ///{/f{//

* pe=peoexp('e¢/kBTe)
Beam trajectories
— MvVv=-qV ¢
Collisions
- Jce:ZJklvfk'vnlnnaceAtk
- Jels=z"jk|vﬂ<_vn|nno-elsdtk
Sputtering
- m;=JlexY(E,q)

ur

This document is provided by

JAXA.
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Grid geometry change from BOL to 10000hrs

Rate of erosion (Ho)
8 hrs.

Hax. 3.36768e+018

Discharge chamber . ” . I
Hin. =1.25¢4Ge+018 “

s

A-A'(Accel upstream)  B-B’(Accel downstream)  C-C’(Decel upstream)

Mainstream ions

Charge-exchange ions

lons from elastic
collisions

This document is provided by J

AXA.
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Comparison of accel grid current

Beam Current, pA

Gridlet Erosion Rate

Beam Current, pA
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Upstream View Downstream View
Y. Hayakawa, AIAA-2006-5003
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Effect of redeposition
NAL 3-grid system from BOL to 40,000hrs

M

Rate of erosion (Ho) Rate of erosion (Ho)
8 hrs. @ hrs.

Hax- Z.1646te+017

Hin. =6.72728e+816 Hin. ©.00000e+009

With sticking effect Without sticking effect

Summary

« Simulation
— Grid optics design
— Lifetime estimation
* New simulation code
— Elastic collision
— Neutrals
— Sticking effect
* Need more reliable database
— Sputtering yield
— Collision cross section
— Sticking factor
— Electron model
 Electrons behave as p,=p ,exp(-edkgT,) ?

This document is provided by JAXA.
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MUSCAT project and its application to plasma plume analysis

Takanobu MURANAKA, Shinji HATTA, Jeongho KIM, Mengu CHO
(LaSEINE, Kyushu Institute of Technology)
Hiroko O. UEDA, Kiyokazu KOGA, Tateo GOKA (JAXA)

E-mail: muranaka@ele.kyutech.ac.jp

Development of MUSCAT (Multi-Utility Spacecraft Charging Analysis Tool) had started in November 2004 as a
quantitative spacecraft charging analysis tool in Japan. In the middle of development term, the beta version of
MUSCAT has been released on March 2006 as the first version of integrated software. The integrated GUI tool
of MUSCAT, called “Vineyard,” had been developed, which conducts the MUSCAT simulation on local
Windows® PC. Functions of “Vineyard” have parameter input panels including 3D satellite model, data
converter from parameters in the GUI format into those in the solver format. As the development of the physical
functions, fundamental physical elements such as photoelectron emission, secondary electron emission, auroral
electrons had been included. As a result, the solver enables fundamental charging analyses at GEO, LEO and
PEO, which makes MUSCAT feasible for multi-utility use. Parallelization and tuning of the code have almost
been achieved, and 8CPUs parallel computation can calculate absolute potential of a large-scale satellite model
in a half size of maximum computation region of 256x64x128 in two days. Experiments for the code validation
were made at LaSEINE in KIT. Spatial distribution of electric potential around the electrode of a Langmuir
probe and IV characteristic curve were measured, and we had good agreement in experimental results and the
numerical ones. These results show that the physical functions of MUSCAT simulate charging processes quite
well.

For a function of plasma plume analysis of the MUSCAT solver, we consider a model of active emission of ions,
which employs a fixed analytical beam ion profile and electrons of Boltzmann distribution. Distributions of CEX
ions are obtained by PIC method, and electric field is obtained by solving non-linear Poisson equation. Backflow
of CEX ions to spacecraft surface would contribute to fluctuations of the surface potential. The modeling and
coding of that are now under development. Final version of MUSCAT will be released in March 2007 with this

function.

= e (00 (EE (e O (e ¥ @,,q 2

0 180
—— Poleniai(vl, YXAD J7670 32600 ITIA0 37260 -XIAD

Fig. 1. A model of the WINDS satellite composed by the 3D satellite modeler of “Vineyard” (left), and the
numerical result of satellite surface potential of the model (right).

This document is provided by JAXA.
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MUSCAT project and its application to
plasma plume analysis

OTakanobu Muranaka, Shinji Hatta, Jeongho Kim,
Satoshi Hosoda, Mengu Cho
(LaSEINE, Kyushu Institute of Technology)
Hiroko O. Ueda, Kiyokazu Koga, Tateo Goka
(JAXA)

JAXA/JEDI workshop
2-3 October 2006, Tokyo, JAPAN

Quantitative Analysis Tool is Required

Spacecraft Charging-Arcing problem lead to the spacecraft failure

Oct. 2003

o
‘Gm - ADEOQS-II* lost most of its electric power
il XA el 'fﬁ . £

*ADEOS-II: Polar Orbit Satellite: paddle size 3 x 24 (m) (JAPAN)

This document is provided by J

AXA.
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MUSCAT: Multi-Utility Spacecraft
Charging Analysis Tool

multi-purpose satellite charging analysis tool

» Schedule
— Nov. 2004 (started)--Mar. 2006 ([} ver.) --Mar. 2007 (final ver.)

» Modeling of interaction between spacecraft and space
environment
— Calculation of satellite charging at LEO, GEO, PEO
» High-speed computation
— Parallelization and tuning of algorithm
— Calculation completed in half a day with workstation (final)
— Simple calculation method in the final version (final)
* Graphical User Interface (GUI)
— 3D satellite modeling with JAVA3D
— Input of initial parameters (material, environment, numerical)
— Output of numerical results 5

Framework of the development

General overview JAXA
Solver
devggdf}nent Speeding up KIT
4 GUI
Offering space environmental JAXA
parameters NICT
KIT

Validation experiment
ISAS/JAXA

Validation by large scale GES(Kyoto Univ., NIPR)
calculation

This document is provided by

JAXA.
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Functions of the Beta Version

+ GUI
— Integrated GUI tool, “Vineyard”
» Solver
— Includes fundamental physical element functions at LEO,
GEO, and PEO
» Speeding-up

— Users can perform a large scale computation (full
scale:256x128x128)

Experiment (explain if it has enough time)
— Fundamental validation of the solver

Plasma plume analysis (topic of near future work)

Development of GUI

This document is provided by JAXA.
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“Vineyard” conducts computation
“Vinyard™-Integrated GUI Tool

Solver Workstation
-Speeding up by parallelization

@ muscat 20060413 mus

& | Paramatee
@ 1 Result rot axis 2 ~
@ | Satellite arglald] 46
# ) Transfor
rot by veclor axis
x comp: | 0
v comex | 0
z compx | 0
angleld] 0
Rot
. A e
Log: q x 0
s 5 | y; -20
>> Roof path in Preject o =0
C:\Documents and Settin

>> Modeler file name: |
gosal_polar.csv |
>> Now Executing gelme
>> ..please waitl

>> geimain.exs is succe
>> Now Executing ge2me
>> ...please waitl !
>> ge2main.exe is succe
>> Now Execuling gelme
>> ..pleass waitl

>> gelmain.exe is succe
>> Now Executing ge2mi
>> ..please waitl 3
>> ge2main.exe 15 succe
>> Selected foldar is
¢:\muscat_20080413
z_) real.dat file is cooi

Brend by

This document is provided by| JAXA.
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Parameter Setup Panels of “Vineyard”
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Environment

Example of Large Scale Satellite
modeling

| GoloSetup| Modeler | Enviroament | Parameter | Lattice]

[TSurfece o J(_3D View XY phene [ V- plone )| X-Zplne |  Defoult Materials{_Akmirum ][ Chengs Al |
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Converter and numerical result

The GOSAT satellite model

Surface Potential

Scale: 256x64x128
Object element: about 10,000

[ I I o ] 10

Potentialf¥) -1.4 -1.25 -1.1 -.95 -08 -065 -05 -0.35 02 -0.05 0.1

Development of Solver

This document is provided by|JAXA.
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Features of MUSCAT Solver

Electrostatic(ES) particle code
Rectangular numerical grids are adopted

Independent calculation of sheath formation (by PIC) and
particle flow (by PT) to reduce iteration time

Update spacecraft potential by calculating net charge on the
spacecraft surface by PT

Included physical elements in PT part at present

— Ambient electrons and ions (double Maxwellian distribution option)
— Photoelectron emission(PEE) & Secondary electron emission(SEE)
— Bulk conductive current

— Auroral electrons

These fundamental physical elements enables users to
simulate spacecraft charging at GEO, LEO and PEO

12

Schematic of Algorithm

/Geometry of satellite, Y\Satellite: modeling /

surface materials, et¢/ GUI

: . i >
Attitude of satellite, \ luput paramelrs
plasma environment, ;

etc. Computation of sheath

Sheath formatiop (PIIC‘)

Trajectory of particles
(Particle Tracking method)

Sub-functions

Current inflow to each surface
Half way result i

: Charge amount of each surface
Upgrade spacecraft potential = I

Satellite potential and surface potential

Result |« 13

This document is provided by JAXA.
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Examples of PEE and SEE Computations

Numerical parameters

Materlal parameters

Conductive cube

Floating potential

&

solar flux

Domain (grid) | 32x32x32

Object size (grid) | 4x4x4

Spatial width (m) 0.2 SE Emax (eV) 300

Temporal width (s) | 10-5~10-3 SE g max 2.0
SE temperature (eV) 2.0

PE: Photoelectron

SE: Secondary electron

14

Examples of PEE and SEE Computations

2 body_potential_a
o body_potential_b

& body_potential_¢

Ambient lons and Electrons

U, iy ey n=2x107 [m3], T=1.0 [keV]
a2l Ay =52.5 (m)
.?_‘. photo second
© -2.4 F
E 3 X X
§ 56 ©_ L ©
2 3 c O X
8
4.8 | :
Absolute potential
_60||1||r ¢b>¢c>¢a
20.02 0 0.02 0.04 0.06 0.08 0.1 0.12
time [s] (dtl=5.0x10"%s)
15

This document is provided by

JAXA.
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Example of Integrated Solver Test

Numerical parameters

Domain (grids) | 32x64x32

Number of grids (object) 610

Spatial width (m)| 0.625

Temporal width (x102s) | 1.0-1.7

Environment parameters

Electron density (cm3)| 1.25

Electron temperature (keV) | 7.5

lon density (cm3)| 0.25

lon temperature ~ (keV)| 10 the WINDS satellite model
adopted to MUSCAT calculation

16

with ambient plasmas, PEE, SEE, conductive current

Numerical Result of Absolute Potential

LT=0:00, AV=90 (V) @3.5 (s)

winds_12_1 bodypot_w_12_2
05— i R TE R RACRY LR R SR AL
0.0f- W SO W e body._poten-tial 2.6 - —=—body_potential "]
1 - - —s—surface_potential

— f P = -28 -

210} <

S.15¢ ] [

£F I I3 = 1 - i

B 20 [l 5 :

* sl & = | AV
2.5 F i 3’% — s | ]
3.0 .’:%... ‘ [ : ]
_3_5:...._..1..1..@. PR B lotosolmaels oo dzoyobay e s ok s

-0.05 0.00 0.05 0.10 0.15 0.20 0.5 1.0 1.5 20 25 3.0 35 40

tirfie [} time [s]
17
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Numerical Results of Differential Voltage

o pointl
O point2

3D-image

-1.5 v

B .=-3.3 [kV]

@solar flux

' o] T

8
surface potential, kV

£ 1.} P PP

time, s

’s0 0 50 100 150 200 250

dce Absolute potential is fixed at -3.3 kV

¢sat to reduce iteration time
for PEE and SEE effects

18

Speeding up
(Tuning and Parallelization)

This document is provided by

JAXA.
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Development Platform

« Shared memory parallel (SMP) workstation
— Server of 2nodes,
— 4CPUs for each, 8CPUs in total

« CPU ltanium Il 1.3GHz
« Memory 16GB
« HD 660GB
« OS
— SUSE Linux Enterprise Server
« Compiler

— Intel Fortran for Linux ver.8.1
— Intel C** for Linux ver.8.1

20

Speeding up of Computation

* Goal of calculation speed (final version)
— Using workstation on the market,

— The calculation of PEO satellite is (severe condition to
numerical resources ),

— Completed in about half a day

 Status at present
— Hardware
* Parallelization with Open-MP to PIC and PT parts

» Modify particle arrangement to reduce memory
access time

— Algorithm
« Time step control method (to reduce iteration time)
* Modification of PT algorithm
(to reduce the number of computation for particles)

This document is provided by J

AXA.
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Modification of Time Step Control

Considering the fluctuation of satellite potential

Controlled time step Ad +a

At'=At-r, —=At-—*

¢ Jr ¢ A¢sat
/ ) | &

e A A¢,, reduce total
fluctuation sat
f(T) * computation time
original ¢,
Original Y
B space charge effect
t . 22
Example of
Frame 001 | 26 Mar 2006 | surlace polenlial ali
WINDS(256*64*64)
1/4 full scale

n=107-Te=10keV
D. Maxwellian
PEE & SEE
Conductive current

Poiential{V): -3264C -3262C -32600 -32580 -37560 -32540

This document is provided by JAXA.
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Example of Numerical Result

tmscat14.0.10_terap060311_08
0 —*—Body Potential — 40
—+— Magnification
— -10000 g
E . A 1 40 %
20000 A AAR g
: 4% :
S \/ {2 &
A 30000 2 e - 2
-40000 : : : ' 0
0.00 005 o010 015 020 0.25
Time [sec]

Total 20step total computation time is almost 1/10 !
(200 steps more w/o time step control)

Computation time: about 2.5h/step with 8 CPUs at present
(almost 2 days in total) 24

Application to Plasma Plume Analysis

This document is provided by J

AXA.
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Application to Plasma Plume Analysis

Plasma plume analysis for electric propulsion

1. Contamination of spacecraft by CEX ions
* lon flux to spacecraft surface

2. Power loss due to dense plasmas near solar array
paddle
» Electron density near spacecraft surface

3. Relaxation of local spacecraft charging
* lon flux to the spacecraft surface

4. Fluctuation of spacecraft potential in the case of
neutralization failure
* Dynamic interaction between neutralizer and plume
plasmas
— For the MUSCAT solver, 1 and 2 are considered

26

Basic Scheme of Plasma Plume Analysis

Plasmas of CEX ions and neutralizer electrons

Plasmas of beam ions and
neutralizer electrons

+ CEXions generated in beam plasma diffuse from positive
electric potential in the beam plasma

* Ambipolar diffusion of CEX ions and neutralizer electrons

+ Parameters of n,;,n.,n..,. ®,and Te are important

27

JAXA.

This document is provided by
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Basic Scheme of Plasma Plume Analysis
* Plasma plume modeling from 1995

nbi ne ncex Te Electric Maximum Satellite B.C.
Potential Electric Potential
Potential in
the Beam |
Roy 1996 generic ion | Analytical | Bolizmann | particle | variable | Poisson ? fixed or Neuman |
thruster equation floating?
|
Oh 1999 SPT100 particle =nbi+ncex | particle | fixed ( \NA fixed? NA
ed n,
—= lnL_ J array=-92V
kT, n,
Wang 2001 Ds1 Analytical | Boltzmann | particle | fixed Poisson Maximum @ | fixed at 0 Neuman
equation at thruster
exhaust
Van 2000 genericion | paricle | =nbitncex | particle | fixed ed (no fixed NA
Gilder thruster —= lnL—" J
kT:.’ ”p
Tajmar 2001 SMART1 particle =nbi+ncex | particle | fixed ( \ Maximum ® fixed at 0 NA
eg n P
= [n| == || atthruster
kT, L”o J exhaust
Boyd 2005 SPT100 particle fluid particle | fluid Poisson dielectric Dirichlet
equation equation | equation surface
28

Basic Scheme of Plasma Plume Analysis

* |lon beam profile
— Fixed, obtained analytically [Ref. ex. Roy, 1996]
— Modeling by “Vineyard” (GUI tool of MUSCAT)

« CEXions and Electric Potential
— Obtain time evolution of n_, profile by PIC
— Solve following non-linear Poisson equation

eg 1)

2 ( (
~6. V9= M)+ ()= mep| 1|

n,: maximum density at plume exhaust point
adopt Newton-Raphson + SOR method

29

This document is provided by

AXA.
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Image of the Plume Modeling by the
Final Version of MUSCAT

» Determine lon engine parameters by GUI

lon Engine Parameters

* jon(gas) species

» beam ion density

* neutral particle density
* electron temperature

* beam expansion angle

30

Preliminary numerical result

satelljte

e Y | 2V Jun 208 |

* lon engine parameter: ETS-8

31

This document is provided by|JAXA.
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Summary
 The beta version of MUSCAT had been released

— The first version of integrated software

» Current status of development (the beta version)
— Integrated GUI tool “Vineyard” conducts computation
— Fundamental physical elements have been developed
(able to calculate charging at LEO, GEO and PEO)

— Parallelization and algorithm modification proceeds
speeding-up
(able to perform large scale computation in 2days)
— Validation by fundamental experiments had made

32

Summary

* Plasma plume analysis
— Basic scheme of the analysis has been determined
— Follow CEX ions by PIC

— Electric potential is obtained by solving a non-linear
Poisson equation

— Initial parameters are installed by MUSCAT modeler

33

This document is provided by {

AXA.
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Future Schedule

« Final version of MUSCAT (April, 2007)
— Data transfer function by “Vineyard”
— Tuning and speeding-up (PEO satellite, in half a day)
— Additional physical elements (internal charging etc.)

— Further validation by experiments and large scale
simulation

— Feedback from users

34

Experiments for Code Validation

This document is provided by

JAXA.
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Validation Experlment Facility

Chamber to simulate Polar Earth Orbit Environment 36

Schematic of the Chamber

Simulate LEO, GEO and PEO environment
Ambient plasma: density 10''~10"m, temperature 2~3 eV
Electron beam :~30 keV, ~300 nA

vacuum chamber

Y

surface potential prol;ﬁ/ IR lamp for heating

$1000mm \ / ‘ \
ECR
plasma source
plasma probe
S

turbo pump traverse system
(exhaust velocity 1000 1/s) for measurement 37

electron beam gun

This document is provided by

AXA.
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Schematic of Probe Circuit

Emissive probe (EP): for electric potential
Langmuir probe (LP): for IV characteristic curve

>

0~192mm !

chamber wall *
cubic
KX-100L CD:O electrode

6A
1~ B
DMM T
Kelthley 9 7/ -40~40V  -50~50V

model 1

2000 -
A: B|polar P Supply ~ B:DC Power Supply
BWS-40 PMC250-0.25A

Cubic Electrode of Langmuir Probe

Adjust the shape to rectangular grid system of MUSCAT

Aluminum cube
size=(60mm)3~(10%p)3
(T=2 eV, n=3x1012m"3)

39
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Simulation Geometry

MUSCAT employs Rectangular grid system

i

size(grids)

iL domain: 64x64x64
Plasmas  object : 10x10x10
VEVy,

Y - = AX : 6mm(1.0p)
(T=2 eV, n=3x1012m3)

¢=0 at the boundary 40

Spatial Distribution of Electric Potential

MUSCAT
Good agreement in values and distributions

chamber wall | p pigs voltage:-20V

-20-18-16-14-12-10 -8 -6 -4 -2 0
Potential, V

plasma source

This document is provided by J
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Current, A

|-V Characteristic Curves

10" Cube LP
107
10° L
10
5
10 —o—Simulation
""""""""""""""""""""" —I—Experilnent
10

-40 -30 -20 -10 O 10 20 30
Bias voltage, V

1 V=Vp-Vs

shows accuracy of the
solver 42

V is revised by subtracting
Vs from Vp

Vp: probe potential
Vs: space potential(plasma)

Both are in good agreement

This document is provided by JAXA.
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Deve |l opment of Macro-Micro Interlocked Simulation Algor ithm

Tooru Sugiyama, Kanya Kusano
The Earth Simulator Center / JAMSTEC
E-mail: tsugi@jamstec.go.jp

A fluid description of plasmas is useful to investigate the global structure
in space plasma, such as the magnetosphere and heliosphere. It can reproduce
the time evolution of macroscopic variations of density, bulk velocity and so
on. On the other hand, the microscopic dynamics of plasmas should be described
by spatial and velocity distribution in the phase space. Wave-particle
interaction process is the typical example for the application of the microscopic
description. For these micro— and macroscopic description, different kinds of
numerical approach may work well, respectively, e.g. MHD simulation for the
macroscopic phenomena and PIC simulation for microscopic process. However, it
is widely accepted that the cross—scale interaction between micro and macro
processes plays a crucial role, for instance, in the diffusion region in the
magnetic reconnection process. Therefore, a new model which can treat MHD-scale
dynamics including particle kinetic effects is necessary. We have developed the
new simulation method called “Interlocked simulation” , in which MHD and PIC
simulations are simultaneously performed. Here, we show its algorithm and some
examples.

interlocked simulation. MHD simulation is

:-(}lob;-ll MHD performed to solve the global structure of

\\‘i’// the system, and PIC simulation is performed
\ to investigate the kinetic effects in the
B \

diffusion region. Bottom: Results from the
PIC simulation in X-Z 2D plane. Plotted is Y
component of the magnetic field. By
embedding the results from PIC simulation
into MHD simulation, we can perform
global fluid simulations including particle

Ak hba

kinetic effects.

Position X

Top: A schematic illustration of the

This document is provided by JAXA.
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Development of Macro-Micro
Interlocked Simulation Algorithm

Tooru Sugiyama, Kanya Kusano
The Earth Simulator Center

Simulations in plasma physics

* Fluid dynamics
— MHD model
large scale
« Particle dynamics
— PIC (Particle in Cell) model
kinetics
* Multi-physics This study

— Interlocked model

large scale fluid simulations including kinetic
effects are able to be performed.

This document is provided by JAXA.
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Concept of the
Interlocked simulation

MHD

PIC simulations embedded in MHD simulation

Application of the Interlocked simulations:
Magnetic Reconnection

Global MHD Simulation

b

1
g

/

PIC Simulation in the diffusion region

This document is provided by

JAXA.
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Application of the Interlocked simulations:
Magnetic Reconnection

Global MHD Simulation

T T T T = T
14 = ¥ ~ ,-" 'l E
all " ~r >
— - »
it < S
HE= L~
4 — e
R =

LN B
. 1 L L 1 1 1

O

PIC Simulation in the diffusion region

Useful Points of
the Interlocked simulation

* For MACRO part (MHD)

Diffusion process is precisely included.

- For MICRO part (PIC)

— Realistic boundary conditions are imposed.
» Non uniform conditions in space

» Non stationary conditions in time v
%
m

This document is provided by

JAXA.
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M-I Coupling and
Magnetic Reconnection

Magnetic Field Profile
color contour :  out of plane component
curves: on the plane

PIC simulations
in MHD simulation

PIC Boundary Conditions
\ E,B,J,V,N,P
-
o [we pic |
-
MHD In PIC area,

Replacement
E,J,B,V,N,P

This document is provided by |

AXA.
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Electric-Field Current-Density

(MHD)
E+VxB=yJ+ JxB-Lv.p+ ol
ne ne ne” ot

J=VxB

are not advanced in time.

Data from PIC simulations are used.

Test on
Alfvén Wave propagation

Magnetic-field B

Y
{b
X

This document is provided by

JAXA.
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—QN\\\£::: N T=0
Ly O -

Detailed waveform

P ia v " Position X

By * ///
7 = 21 / Qi

,
-0.04 ﬂ
o ’
Rl B
™ n B n -

Position X

g
-8,01 ';
8,802 - l //
S VLY 'w 2
il Y A
0,002 | jjmnﬂﬁﬁ\'}l’; L“U oy f m‘l!./ n |
W [ Whistler wavesj
-8.086 - “.:lﬁl‘?\‘gm} i
-a;uaa 3 /ﬂm‘y | \
// Short wavelength waves
= (unphysical noise)

=-0,016

Unphysical noises in MHD

2IS é? 2‘8 29 38 31 32
Position X
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PIC simulations
iIn MHD simulation

Handshake region is necessary to absorb
» High frequency waves (Whistler etc.) in PIC.
« Abrupt change of boundary condition from MHD to PIC.

E =aE, +(1-2)E,;, 0<a<l)

Noise reduction using
the handshake area

By 0 Jult =.;"!"‘ (eI ,_}“L"r' By 0 il ! ‘IIA'|‘l"“fj‘.‘k
i, fely " ‘r'\‘:!"" Al I W
:: P L j: A
' W ' o
AW o
-0.000 ¥ .00 e
- Without Handshake oot/ With Handshake
B 28 27 28 2 » M 32 i 28 P 2 0 n »
Position X Position X
norg

This document is provided by

JAXA.
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Time sequence of the interlocked simulation

1 step At MHD Simulation

| ! l L.

Time Step =
N, P
B,E,J,V
| !
= l:::_—::_—— PIC Simulations
u N is arbitral parameter because
N step j[here is no characteristic time scale
in MHD.

Time sequence of the interlocked simulation
(Predictor-Corrector algorithm)

1 step
predictor At MHD Simulation
_— I L
Time Step 2>
N, P,J
B, E, V:L N step ‘j: PIC Simulations
—-.-Time averaged data (E,J)
1 step : .
corrector At MHD Simulation

| i | I

This document is provided by

JAXA.
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Time sequence of the interlocked simulation
(Predictor-Replace algorithm)

1 step
predictor At MHD Simulation
| | Le
Time Step 2>
N, P,J
B, E, Vl_:l N step ‘i’ PIC _§imulatiops

‘—-"Non-averaged data (E,J)

replace At  MHD Simulation
1 | | R

Program

/if (rank==Micro) then \
do iT =1, Nstep_Micro
call Micro_work1

call MPI_RECV
call MPI_SEND

call Micro_work2
enddo
endif

4

This document is provided by

JAXA.
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Summary

» Macro-Micro Interlocked simulation is an
effective way to investigate
Multi — Scale Simulation
Multi — Physics Simulation
« MHD-PIC interlocked model enables the

global simulation inciuding kinetic effects.

s Other combinations
— PIC + HYBRID
— . HYBRID + MHD
— 'PIC + HYBRID + MHD

This document is provided by JAXA.
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2K E R FH B GRAPE-6"% AV /-
WA — N DT T~ D B ER

Micro-scale Plasma Simulation Using Numerical Calculation Accelerator “GRAPE-6"
RREF A KRR B OBIR B OB B
P ERSH VT r— A TRTNY

2 A2 IR AR FH AR
} o A E RS ATE-mail: masao@reveal-lab.com

HRAEDTTA~DEERHBERERILETHD PIC T, TAAMELVB/ ISR —L
TOERRITZ O EWELRoTOET, REIT, S ETOFETHABEREIT)
ZEDTERDDIINA — N TOT TR DF B EBROFIELHIL, TTX~DT
NARNFHE AR TRESDRDEFHICB W TOFHE O MR HiE ML 752
HIELUTHIZE - BRR AT o CWET, BAEMIZIZ, RXOSE THEDbI TWHE KRR
A GRAPE-6"%2 IV T, 77X NDRLFIChhnDy —nr NEEHE R T
ZEILEY, IR NORLF OB E 2 ERGB MR TIEOMELE HIEL CWET, 75
X2 NOBLF OB EAEBITEMRES, 7RIS ENARF O THDHD, &
FRFFLIZERIZ > TLENET, €T T, "GRAPE-6” DKL T [ O ELAF A 2 I 5T 5
THREMNTIEE L, BEMRREHMN TOR FRICLD T A~ O BB EREZITV N
ZERXTEBYVET, BE, ZOFHE1EMLL T, "GRAPE-6"% VW VIehL FIED T /327 70
— 7 BT MEDRFEEIT>TCNET,

ZDRFFET JAXA A —TF L FRIZED X EEZ T T TWET,

Grape6BL4

The most suitable for a Cluster system

A Grape6 BL4 with Heatsink

K1 ZARESEHFHE# "GRAPE-6”

This document is provided by JAXA.
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Mlcjr@f@calé Pasma.ﬁSi’mulatlon

e 5 3

Using Niimerical Calculation
Accelerator “GRAPE-6"

Masao Fujino, Hiroshi Otani (Reveal Laboratory Inc.)
Iku Shinohara (JAXA/ISAS) and Hideyuki Usui (Kyoto Univ.)
Supported by JAXA Open Lab.

Background (1)

oEvaluation of the influence of the plasma on
spacecrafts in the deep space

- Evaluation of the possibility of spacecrafts'getting
damage from the solar wind

- Improvement of the reliability of spacecrafts

oln the deep space, the typical spacial scale (Debye
length) is larger than spacecrafts
- What happens in the sc;a'le s"r,'na'ller than the gbye length 7

This document is provided by JAXA.
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Background (2)
y PIC (Particle In Cell) method (Traditional

- Assumption of the scale larger than the Debye length

. Particle method (This work)

- It can be used for the simulation-whose scale is equal to
or smaller than the Debye length

- It is needed to calculate the Coulomb force on every
particles from every other particles

—The calculation time will*be Ionger

—Shorten the calculatlon tlme by using “GRAP,E 6"\

GRAPE-6 —Functionality:

 Calculation of potential, acceleration and jerk
- In the case of the same time step interval
- Input parameters are masses, positions and velocities of
the particles
- They are most dominant in N-body simulations. Typically,
their calculation costs are O(NA2)

This document is provided by [JAXA.
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GRAPE-6 —Performance

A few ten times faster than the Intel Pentium 4
3.0GHz

- In the case it calculates all interactions without any
approximation

with GRAPE-6A (t,) e
without GRAPE-6A (t,) mmn
Acceralation Rate (t,/t;) mmn

100000
Number of Partlcles

Calculation Time (sec)

GRAPE-6 —Architecture (1)

Pipelines dedicated for the gravity calculation

- A kind of Digital Signal Processor (DSP)

- Specialized in potential, acceleration and jerk calculation
- Additionally, neighboring particle detection calculation
Effective memory transfer

- Minimized instruction transfer to the GRAPE-6 processor
- 1 real pipeline acts as 8 virtual pipelines by time division

Accelerator board works. by calling the C/Fortran
Functions (API)

- After sending data to the GRAPE=6 board, recelvmg data
of calculation result ffom it . _

This document is provided by JAXA.




WREBRE TS Ay Ial—ar—2r gy TGS 93

GRAPE-6 —Architecture (2)

- GRAPE-6 processor
0.25um process, 100MHz clock frequency
- SRAM
Stores 271,444 particles at the maximum (16MB x 2)
- FPGA
. One is for the controller, the other is for reduction operation

. Processor

Interface Unit Chip

[,

GRAPE-6
Processor
Fﬁ Chip

GRAPE-6
Processor
Chip

Controller
FPGA

11

PCI
Interface
Chip

»1

GRAPE-6
Processor
Chip

t

GRAPE-6A

~
PCI 5V.a3.av

; GRAPE-6 Processor Module

Simulation Target -Langmuilr Probe

Plasma Potential Vs

Y -/Plas ma
Y

iProbe Potential
Vp (Variable)

1
Current Ieli

Change the probe potentlal Vp and measure the current le

From the relationships between Vp and le, estlmate the
electron temperature Te and density Ne., = :

Compare the estlmated Te and Nejto the{value o h’OSQ
initially assumed’ ) G

This document is provided by

JAXA.
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Electron Temperature and Density -Langmiuir Probe

Voltage-current characteristic
of Langmuir probe

From the slope,

can be calculated

.
. . asse
®eosnessesensesfens

£ ~“From electron temperature Te
AAln e “and current/le@," | Si
can be calculatéd

2 VS
: ' Pllg%sma Potenfi
_“’*te electron current, le0: g’l‘ectr""” p?ent when M

: LS
kB’BoItzmann constans sElection mass, Sy surf

e

Initial condition .
- Positions are uniformly random (SSSS
- Velocities are subject to
Boltzmann distribution
Inter boundary condition
- Constant potential at probe
surface
(Imaginary charge method)
Outer boundary condition
. Perfect elastic reflection
. Periodic #

. Non-cohstant inward: flux-:
(Inward flux is the‘same as : e
outward flux at#ach rtr‘ne ‘step) ,{ u/le m o

« Constant mwaﬁ’d flu 3

5

This document is provided by JAXA.
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Time Evolution

» Coulomb force is calculated by GRAPE-6

Time integration is calculated by host MPU
(Leapfrog method)

r(t+At)= (t)+ vt)At + %a(t)Atz

v(t+At)= v(t)+%[a(t)+a(t +Ar)|Ar :: '

Time Interval Limitation

Limitation by thermal velocity

1/2
&g,
3 {(vex?')At =s4,(0<s< 1)::> At = S(eg—Nj

- In this work, s is chosen as
1

§=—

128

*The same result also comes from the limitation by
plasma frequency

This document is provided by [JAXA.
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Particle Number Limitation (1)

Limitation by memory cost
- Position, velocity or acceleration costs each 24 bytes
- Maximum memory is about 1GB on a single workstation

Limitation by calculation cost
- This is most dominant factor in a particle method

- A few hundred time step can be calculated in a day on a
single workstation hostmg GRAPE 6 board

- One time step is abqut 30 sec when N=262] 144~and
using O(NA2) d|rect scheme with GRAPE -6 board |

Particle Number Limitation (2)

Limitation by electron current resolution

- Current induced by a single electron is much smaller than
the theoretical current in Langmuir probe whose potential

is zero
kT,
- <v“"2> sl ( J

~Len o, )2[8" o,

m

e
r st°N,,

,z:%: N, >1.63x10* 4

This document is provided by JAXA.
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Simulation Parameters

Constant Flux

N=2-(uA, )] N, =16N,, =262,144(u =2)
2, =032m

-

—£ =500x10°m"

N =10.7K

,/ =127%x10*m-s™

At=1.96x10"s

L

Simulation Result (1)

0

-5e-012

-le-011

-1.5e-011+

Current [A]

-28-011{

-2.5e-011

0 100 200 300 460 500 600 700 800

Electron current fluctuates because, the number of
electrons came m a probe in a’tlme{step is: d,fscrete

.. ‘Estimated cureént is ﬁeﬁned the average current
. after a few ht,rndr&d_,‘-.‘._m StepsEr el o 16

This document is provided by|JAXA.
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Estimated Ne and
Te from Langmuir
probe |-V
characteristic
(right figure)

1e-012 L i ' N L i 1 —
-0.0008 -0.0008 -0.0007 -0.0006 -0.0005 -0.0004 -0.0003 -0.0002 -0.0001

Conclusion

 Micro-scale plasma simulation with O(NA2) direct
scheme is performed on a single workstation with

GRAPE-6

- Calculation time with GRAPE-6 is 14 hours (400 time steps)
while without GRAPE-6 it is about 1 month

Assumed and estimated value of Ne and Te is very
close in the negative low voltage limit
- It is probable error is enlarged in.the negative high
voltage limit because ie/le becomies large
- ie/le0=1/10.is not engtigh small
",

This document is provided by |

AXA.
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Future Work

Increase the number of real particles

- To reduce the error in negative high voltage range

- With Barnes-Hut tree algorithm

Remove the inter boundary geometry restriction

- With charge simulation technique or boundary element
method (BEM) instead of imaginary charge technigue

Introduce super-particle
- To scale the electron temperaturé and density

This document is provided by JAXA.
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Research of Magnetoplasma Sail (MPS): A Quick Review

Ikkoh Funaki, Hiroshi Yamakawa, and MPS Research Group

Japan Aerospace Exploration Agency
Sagamihara, Kanagawa, 229-8510 Japan.
TEL/FAX:042-759-8570
E-mail:funaki@isas.jaxa.jp

A quick review of plasma sail propulsion is provided to close up the technical and physical
issues of plasma sail. A spacecraft propulsion system utilizing the energy of the solar wind
was firstly proposed by Prof. Winglee in 2000. Although Winglee proposed an M2P2
(mini-magnetospheric plasma-propulsion) design with a small (20-cm-diamter) coil and a
small helicon plasma source, it was criticized by Dr. Khazanov in 2003. He insisted that: 1)
MHD is not an appropriate approximation to describe M2P2 design by Winglee, and with ion
kinetic simulation, it was shown that the M2P2 design could provide only negligible thrust;2)
considerably larger sails (than that Winglee proposed) would be required to tap the energy of
the solar wind. We started our study in 2003, and it is shown that moderately sized magnetic
sails can produce sub-Newton-class thrust in the ion inertial scale (~70 km). We continue our
efforts to make a feasibly sized plasma sail (Magnetoplasma sail) by optimizing

the magnetic field inflation process Winglee proposed. However, several physical issues
(action and reaction force of the MPS, finite Larmor radius effect in the far region of the MPS,
and so on) were shown to remain to be solved before we proceed to a system design of a

spacecraft propelled by MPS.

This document is provided by JAXA.
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JAXA/JEDI Workshop on Plasma Simulation (2006.10.2-3)

Research of Magnetoplasma Sail
(MPS): A Quick Review

Ikkoh Funaki, Hiroshi Yamakawa
and
MPS Research Group

[

(U]

. Backgroud

Outline

 Principles of MagSail and MPS (Magnetoplasma Sail)

 Status of M2P2 (Mini-Magnetospheric Plasma-
Propulsion by Winglee)

Goal of our MPS Research

Status of MPS Research in Japan

* Numerical Simulations
* Experiment in Vacuum Chamber

Summary

This document is provided by

JAXA.
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1. Background

Spacecraft Propulsion Using Solar Energy

Artificial B—ﬁg:l_d by,
Spagazzr‘z’ift

acccleratron

Mirror . ; g ;
Solar Sail Magnetic Sail (MagSail)
» Thrust production by light pressure » Thrust production by the solar wind
* low acceleration » high acceleration for M2P2?

inflation B-ficld with plasma jet

This document is provided by J

AXA.
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Plasma Flow of Pure MagSail and its Thrust

Characteristic Length of MagSail
(Stand-off distance, L, )

2
Bow Shock Ly= _é‘fﬂ/f_iz
877 n ;4 Mdipole moment

nmi?:solar wind dynamic pressure

Ly is derived from pressure balance:
2B, oM

nmiu?':(—lpf~ and Bmp =}0—3
L 4r Ly

Thrust of Magsail (Drag Force)
= Cd %pu.fws

Solar Wind Plasma

Magnetospheric Boundary
{Magnetopause)

Plasma Flow and B-field of MagSail =c, % o, (7 L)
—|: [ solar wind dynamic pressure

non-dim. Thrust coefficient
(a function of L, p. u,,,)

Mini-Magnetospheric Plasma Propulsion

MagSail with Plasma Jet (M2P2/MPS)

MagnetoPlasma Sail

tosphere

Schematics of Magnetic
Field Inflation:

Solar Wind d ‘F}TthSl Thrust

lon Trajectories

¢, .~ Plasma Jet

[ :
Large F =Cq o Plsw (;; Lz) {0 Inflated B-field

by enlarging L Magnetopausioil ()Llff/i’ﬁ/
Magnetopause
Pure MagSail M2P2/MPS
MHD Simulation .
by Winglee (SATIF2000)

This document is provided by

JAXA.
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Research History of Magnetlc Sails

Sulemd ,m
Zubrin(JSR1990) ‘ -‘

First proposal of Magnetic Sail (MagSail)
20-N pure MagSail using 64-km-diameter coil

Winglee(JGR 2000)

Mini-Magnetospheric Plasma Propulsion (MagSail with Plasma Jet)
using 20-cm-diameter coil and high-density plasma source

Winglee(AIAA Conf. 2001, 2003)
Ground experiment on M2P2 prototype

Khazanov(AIAA Conf.2003, JPP 2005)

From numerical simulations (MHD+Hybrid)
M2P2 (Winglee’s design) was denied because of
its negligible thrust production.

Slough(AIAA Conf., 2005)

New concept: Plasma Magnet

Controversy of Winglee’s M2P2 Concept

Khazanov’s Report (J. Propul. Power, 2005)

*MHD is not an appropriate approximation to describe
M2P2 design by Winglee (10-cm-diameter coil with
plasma source)

*With ion kinetic simulation, it was shown that the M2P2
design could provide only negligible thrust.

* L (stand-off distance of magnetic cavity) >> ion inertial
scale (70 km), hence, considerably larger sails (than that
Winglee proposed) would be required to tap the energy of
the solar wind.

This document is provided by

JAXA.
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2. Goal of Our MPS Research

Design a sub-Newton-class MPS for 1000-kg-class deep space
spacecraft that is suitable for a H-IIA launch by:

1. finding L (stand-off distance of magnetosphere) for F=0.1~1N
2. clarifying thrust production mechanism of MPS

3. optimizing the magnetic field inflation process

3. Status of MPS Research

This document is provided by

JAXA.
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Status of MagSail/MPS Research

O=Finished, A= Going on, X = Not started yet

Numerical Simulation | Experiment

C Input and Output for :
s Simulation Hybrid Scale-model
MHD Homparticle, Experiment
electron fluid)
Pure F for various L
: Y @) O A
MagSail | (C, for various r, /L)
Fand L for various
lasma jet and L
Mps | P 0 A X A
(C,and r,; /L for
various 7,, /L, and f,)

1
F=Cy Epuiv (FT Loz) for pure MagSail

1 1 B
F=Cag iy (1) for MPS with L=L(L,, ), Po=5P 00’ [ 5 -

2
2

Why MHD and Ion Hybrid Simulation?

Because the solar wind and the B-field interaction is in transitional regime

Characteristic length:

1) Cavity (magnetopause) size: L,

2) Skin depth of magnetopause:
= cla,
3) Ion Larmor radius .
at magnetopause: u = 55

mp

~70 km

Non-dimensional parameters
and conditions for L,=10~70km:
1) &/L,<0.1

DI < Ml < T

3) Mag. Reynolds No.

Rm=o puguy, Ly >>1
u,,

4) Mach No. M, =W‘ ~8

.... iMag netopause

J,”é'&ﬁeld

Electron

Induced

Solar Wind Plasma (B=0) E-field @ B-field
‘C‘:;§.

Incident Solar W ind Particles

(+§ 'i{ s L0 6 }

Coil Current

A
Proton (lon) X
X ®
>@
S i Charge
1 s + ¢ Separation
Region

equatorial plane

Flow around MagSail (coil current)
charged particle behavior near magnetopause

This document is provided by J

AXA.
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Plasma Flow around Pure MagSail

Hybrid plasma simulation: ion particle/electron fluid (by K.Fujita, JAXA)

lon acoustic

L 104
10x10 shock wave Lsovice
L L2 0x 107

5.0x10"*
L1.0x10™*
L0.0x10™ Fo.ox10™
. F-1.0x10™

) [ Solar Wind

Solar Wind [ o010
b-2.0x10™
Magnetosphere F-3.0x10

F-1.0x10° boundary (m)
(m)

(Magnetopause)

m=4x10*Tm?, L,=10km, r,/L,=10 (at L;) m=4x10"Tm?, L,=10°km, r,/L=0.1(at L,)
r;: ion Larmor radius

Distribution of Ion Number Density and Magnetic Field Lines

* ion trajectory deformation by uxB * MHD-like interaction with a shock
+ small interacting area << L * interacting area ~ L ,?
¢ Cd"" 0-5 e Cd"‘" 3.6

Thrust Characteristics of Magsail
Effect of Stand-off Distance(L ;) on Thrust(F)

20-N-class (Zubrin)

100 */
/

Z. 10 e Bow Shock
31
E F=C)~p, ( L) o
c o “Gzeala) | gl
0,01 [\ Gormsong 028 | =

[ \ 5 = 74
0.001 L—L o A

. . . (Magnetopause)
L4 stand-off distance of magnetic cavity), km "
s ¢ ) Definition of L,

Target: [-N-class MagSail (for 1,000-kg-spacecraft)

Empirical relation between L, and thrust of MagSail (F)

Cp formulation by Fujita, J. Space Science and Technol., 2004

This document is provided by

JAXA.
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Magnetic Sail Experimental Simulator

*scalc-model experiment of 0.1-N-class pure MagSail in a vacuum chamber
*whole MPS system may be demonstrated in the future

4
Vacuum Chamber J
35 T
.—.555"‘
weparcjt |@@em || ||Ta
[Sollf\ﬂ?dslmulanr) 3 @ W N
Anode,
Puse Cathode g 2.5 |
F(xmlr:g )
Hlowor tdwnm o o2 S E—
: 8
MPD arcjet JE00 s} 3
| Fast
Le 1
1) E Fave E ‘e 1
i | i i - 600mm———p
T P i | Data Acquisition Pul °
| GasTank| r se 0
E I e 5‘;’{21{3 0.001 0.01 0.1
Capacitor Bank (PFN1) """“"“' """""""""" {@a/ms) it
Experimental Setup C, for 0.1-1Nclass pure MagSail

$20mm coil
simulating

hf:;gSail
l

MagSail
Hydrogen (20mm¢—LCoil)
plasma jet J

Plume Plasma

Magnetopause ! ]

Operation of Solar Wind Simulator and MagSail Close-up view of a Plasma Flow around Coil
H, 0.4g/s, PFN1:4.0kV, 1.9T at the coil center (plasma duration:0.8ms, density; 10'® /m?, velocity: 50 km/sec)

Calculation Region, Boundary Conditions, and
Thrust Evaluation for Pure MagSail

at =r,,,

Outer Boundary
Newton’s 3rd Law

(Action and Reaction Force)

is checked:
Lorentz force

(Force exerting on Coil)
= - (Force on solar wind plasma)

Coil Currerit

Drag force

(inner boundary)
B,.: fixed

Region for Pure MagSail

This document is provided by JAXA.
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Calculation Region, Boundary Conditions, and
Thrust Evaluation for MPS

with Plasma Injection

Solar at r=r -
i BinT}

e Outer Boundary o i | B
Plasma N : ?.::
) 1 T3 aoa™

E aW : 132107

Ll . : 1 20a0"

= > i 5

0.1

_Fi 03
Plasma Injé;‘:\tion Field o 10 xjﬁﬁr‘
&

| atr=ry, ;J 10 =
. Pins Yin > Pin» é MP\S\ /4 1] .
Region for MPS | By, are fixed i 5 "_
. ; 3 T £

(Force exerting on Coil) E - ey

# — (Force on solar wind plasma) .

001
10" 10% 10* 107 10% 10° 10 100 10%

Newton’s 3rd Law (Action and i

Reaction Force) is violated?? Simulation Results of MPS and Pure
boundary condition problem? MagSail (by Otsu, Shizuoka Univ.)
*divB>0 trouble?

Remaining Issues of MPS Simulation

2 i HE 4 -
1. In our current MHD SlmUIatlon, [I(]ms-cu 246404 G8E+04 14EH05 3AE«05 BIEe05 20EWE
force of MPS is evaluated by il s

the momentum change of the
solar wind. “How thrust exerts

on the coil current” should be 200
answered (by precisely
analyzing the magnetic field b (iLvovoo 1]
near the coil). ’ i
2. Far from the coil, an MHD- 5
scale flow will transit to an ion
kinetic scale. Hybrid
simulation is required at least -
at this region far (> 1 km) from ks
the COi]" (:nr’)nm 0.4 008 043 047 0z 03 030

3. Efficient and low cost way to  Lhe structure of Heliosphere: MPS
inflate the magnetic field are  field may be analogous to Heliosphere
under survey. except its small pause size (L~10km).

This document is provided by

JAXA.
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4. Summary

MPS (2003) started with small coil:

wind and the B-filed.
+~10-km-radius magnetopause (L) is
necessary for 0.1- to 1-N-class MPS.

MPS with
10cmé-coils and
plasma sources

Spacecraft Bus

New MPS design (2005) with

4m-diameter coil:

*will produce > 0.5 N for 10kW /

sefficient and low-cost B-field .+ @ Biawm i
inflation strategy is surveyed. \

*two important physical Superconucting Col 5
issues:Newton’s 3rd Law, effect I
of ion inertial scale physics on  Bessiiementint o g
thrust production

4mé-coils and

eproduces only 1-mN-class thrust because
of very weak coupling between the solar

with Solar Paddles

New MPS with

plasma sources

Today’s Presenters

MHD simulations:
Mr. Nishida (Tokyo Univ.): Simulation of pure MagSail
Dr. Otsu (Shizuoka Univ.): Simulation status of MPS

Hybrid Simulations:
Dr. Kajimura (Kyushu Univ.):

(Dr. Fyjita (JAXA): simulation of pure MagSail (when requested))

This document is provided by |

AXA.
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MHD Study on Pure Magnetic Sail

Hiroyuki Nishida
University of Tokyo
E-mail: nishida@isas.jaxa.ip
Hiroyuki Ogawa, Ikkoh Funaki, Hiroshi Yamakawa and Yoshifumi Inatani
Japan Aerospace Exploration Agency

Magnetic Sail is a deep space propulsion system which captures the momentum of the
solar wind by a large artificial magnetic field produced around a spacecraft. To verify the
momentum transfer process from the solar wind to the spacecraft, we simulated the
interaction between the solar wind and the artificial magnetic field of Magnetic Sail using
magnetohydrodynamic model. The result showed the same plasma flow and magnetic field
structure as those of the Earth. The change of the solar wind momentum results in a pressure
distribution on the magnetopause. The pressure on the magnetopause is then transferred to the
spacecraft through the Lorentz force between the induced current along the magnetopause and
the current along the coil of the spacecraft. The simulation successfully demonstrated that the
solar wind momentum is transferred to the spacecraft via the Lorentz force. The drag
coefficient (thrust coefficient) of the Magnetic Sail was estimated to be 5.0.

Figure 1: Flow field and magnetic field around Magnetic Sail (A), and induced currents
around Magnetic Sail (B).
(A) (B)

TEEEVG Solar wind velocity vector

= i

’//"/ r'
——
o
PR . S0
Magnetic field Imu-a/--
72

This document is provided by JAXA.



112 FHMUZE T IE R SRS R A sk JAXA-SP-06-014

JAXA/JEDI workshop on numerical plasma simulation for spacecraft environment

MHD Study on Pure Magnetic Sail

H.Nishida
University of Tokyo

H.Ogawa, [.Funaki, H.Yamakawa and Y.Inatani
Japan Aerospace Exploration Agency

Magnetic Sail and Magneto Plasma Sail (MPS)

» Propulsion systems generating thrust through the interaction between the solar
wind and the magnetic field produced around the spacecraft.

Plasma injection Magnetic field inflation\y

Super conducting coil _——Payload R

i«—— Several hundreds kilometers——»!

Magnetic Sail Magneto Plasma Sail (MPS)
(M2P2)

e Magneto Plasma Sail is a more realistic propulsion system.

This document is provided by JAXA.
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Previous researches

Some numerical researches about thrust generation mechanism and
performance of those propulsion systems by kinetic model of ion

e Hybrid code; Khazanov, Omidi, Saha, et al ....
e Particle-in-Cell code; Fujita, et al ....

Research based on magnetohydrodynamics (MHD) is needed, too.

Because ...
» The small interaction in kinetic scale of ions generating only

small thrust
» Kinetic simulation needs high numerical cost.

e Researches based on MHD; Winglee, Zubrin, ....

Principle of propulsion

Bow shock : ' :
\ R Spacecraft

L

The solar wind Magneltospher{e

i
| +—————— S¢veral hundreds kilonkters —————=

Magnetic Sail

Interaction between the solar wind and the
magnetic field around the spacecraft

This document is provided by
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Principle of propulsion

Magnetopause current

Solar wind

Magnetosphere around Magneto Plasma Sail

Momentum of the solar wind is transferred to the spacecraft through
electromagnetic interaction

Objectives

In this study, the interaction between the solar wind and the
magnetic field of Magnetic Sail is simulated based on
magnetohydrodynamics.

e By two-dimensional MHD simulation,

» 1dentifying action and reaction forces and their balance in order to
verify the momentum transfer process.

e By three-dimensional MHD simulation,
» estimating the thrust vector and the torque on the Magnetic Sail.

This document is provided by

JAXA.
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Governing Equations and Numerical Methods

e Normalized ideal magnetohydrodynamic | 7 : time
equations : density

% +V-(pv)=0 : pressure,

opv : velocity vector,

ot VU DI : magnetic flux vector,

o) ; : unit matrix,
— —-Vx(vxB)=0
ot . current vector,

: energy density.

e Numerical method:
. Flux-Corrected Transport (FCT) scheme
. TVD Lax-Friedrich scheme with 8-wave formulation

Computational Models

Attack angle
Thrust vector

The solar wind
v

il

Torque

Steering angle

The definition of the coordinate system.

Z

Simulation arca=———

Magnetic field
Linear currents (Coil) A_

The solar wit ./ Y

'he Solar Wind S Magnetic field Coil with a current

Simulation box of two-dimensional simulation.  Simulation box of three-dimensional simulation.

This document is provided by] JAXA.
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Computational Parameters

0.917 (400km/sec)
8.68x10 * (20eV)

152 <10 9.6x10"
In 2D simulation In 3D simulation

Attack angle 0 ~ 90 deg

. ; -5<X<7, -6<Y<6 =25 <d 5 4<Y<d -3 S<Z 3§
Simulation area . ) ' :
In 2D simulation In 3D simulation

(In normalized value)

Coil currents

Two-dimensional Simulation — Flow Field

Rc¢ = radius of the coil, attack angle = 0 degrees

Pressure contours and streamlines Induced current contours and magnetic
field lines

This document is provided by

JAXA.




WERESS A Ialb—vari—r g v 7THER 117

Two-dimensional Simulation — Flow Field (2)

Attack angle = 45 degrees Attack angle = 90 degrees

=TT —
: Bow shock ,
4

Bow shock

Plasma sheet

Magnetosphere

Pressure contours and streamlines Pressure contours and streamlines

Identifying action and reaction forces

e FIl: Momentum change of the
solar wind.
F2: Force acting on the
magnetosphere by the solar wind
pressure.
F3: Lorentz force between the
induced current and the coil’s
current.

The magnetic field intensity contours
and the magnetic field cavity pressed
by the solar wind pressure

Lorentz force between the induced
current and the coil’s current (F3)

This document is provided by|JAXA.
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Evaluation of forces

:

tag

-}

I

PETERPEEPE BT o

1
40
Coil tilc angle [degree]
The relation between the attack angle and forces
in normalized value
e Each force is of the same order and in same trend. These three forces are
the same.

Three-dimensional Simulation — Flow Field

l"’/’f“—'-—h.—..__,_
‘—"__/"'/—'—""ﬁ—-.,_

= e

B ) i
2 1 2 Y

Magnetic field lines, tflow velocity vectors Induced current contours and induced
and pressure contours. current lines.

This document is provided by

JAXA.
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Three-dimensional Simulation — Flow Field (2)

attack angle = 45degrees

I)

o
e
RS

IEE T

cooococoee

[ S T

L2 -
(2

G -

—_——rNen

o W o

Magnetic field lines, flow velocity vectors Induced current contours and induced
and pressure contours. current lines.

Three-dimensional Simulation — Flow Field (3)

attack angle = 90degrees

INEC OemE
i | )

Magnetic field lines, flow velocity vectors Induced current contours and induced
and pressure contours. current lines.

This document is provided by
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Thrust vectors

T T

g Angles l
T sy ¥ )

_> I .
— L [/
1 [ S,
60

Attack angles [degree]
The relation between attack angle and the
thrust vector,

e Highest thrust in 90 degrees.

[eo.u80p] seSuy Surwag

Steering angle

Solar wind

Drag coefficient C, = [)/(7,01-" S, J SESt =

r. =shock stand off distance from the center of the coil.

20

40 60

Attack angles [degree]

The relation between attack angle and the

torque.

The solar wind 12
Thrust vector

X
Thrust vector

® Magnetic Sail has static stability around 0 degrees in attack angles.

This document is provided by

JAXA.
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The validity of MHD assumption

The scale of Magnetic Sail

Radius of
the coil

[km]

Current in
the coil

[kA]

Thrust
[N]

Max
Torque

[N.m]

MHD
validity

10

4

2.25

4.5k

20

8

9

36k

40

16

36

284k

100

40

225

4500k

900

18000k

200 80

e When rLi/rr< <1, MHD validity satisfied.

e In this simulation, when radius of the coil > 100km, MHD assumption is
valid.

Summary

The Magnetic Sail was simulated based on magnetohydrodynamcis
to verify the momentum transfer process, and to estimate the thrust
vector and the torque.

e The simulation successfully demonstrated that the change of the
momentum of the solar wind is transferred to the spacecraft via
the Lorentz force.

The maximum drag coefficient (thrust coefficient) is estimated to
be 5.0 when the attack angle 1s 90 degrees.

Maximum steering angle is estimated to be 12 degrees when the
attack angle is 30 degrees.

Magnetic Sail can control the thrust vector by changing the
attack angle, but cannot maintain a constant attack angle without
dynamic attitude control due to the static stability.

This document is provided by
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MPS £$b ) oo MHD it OBRIC 2T

Current Status of MHD Simulation for Magneto Plasma Sail

KH IR
N R il e 2
E-mail: thootu@ipc.shizuoka.ac.jp

579 X<+t 4 ) (Magneto Plasma Sail; MPS) &3, ¥EHEE H b ICHEAE
ZHR L. BHD 77 A=W Th 5 KEaE THEOW, TRITIED, KbEOEH:
ZHENE LT T 2HEES R T L TH D, RS A7 228 F 24001 Ty i
WYY 2B DORE SICHBIT 2720, KRB ZIEKT 27012, AR D I
REINEI 75 A2 EE T2 2 ik ), R X CHAEE IR 3/ dbEt
INT03, ARETIE, REBE Y OWMNGRED L ) KR INE0EFAS 1
DIz, BUREHBRRIC L2 HES T 2L —vavr2itv, BH 75 X< k3%
B DZALL KB &S DT WO T 2T, Z OMBHTRERIC OV THET 5,

This document is provided by JAXA.
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JAXA/JEDI Workshop (2006/10/3)

Current Status of MHD Simulation
for Magneto Plasma Sail

Hirotaka Otsu (Shizuoka University)

Contents

What is Magneto Plasma Sail (MPS) ?
Numerical Method

CFD analysis for Mag Sail

CFD analysis for MPS

e |nflation of magnetic field

e Thrust estimation

Summary

This document is provided by
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Propulsion system utilizing the solar wind

Bow Shock

e Solar wind(@1AU) \

Gas: H, e

Density : 5.0 [cm™]
Velocity : 300~500[km/s]
Dynamic Pressure : 1[nPa]

magnetosphere

mag. field

spacecraft
(coil)

® Thrust of Mag Sail and Magneto Plasma Sail
e Thrust is the drag force to the magnetosphere
® Thrust is transfered to spacecraft via electromagnetic effect

® Thrust = (dynamic pressure) x (size of magnetic field)
3

Inflation of Magnetic Field

e Mag Sall
e Magnetic Field by Coil only
e Very large coll is necessary

Original Magnetic Field

e Magneto Plasma Sail RN

¢ Magnetic Field is inflated
by injected plasma

Spacecraft

e | arge coil is not necessar

e o S

Plasma Injection

This document is provided by

JAXA.
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Previous Works

MHD Simulation
® |nteraction between solar wind and
magnetic field for Mag Sail
® |nflation of magnetic field without solar wind

No results for interaction between
the solar wind
and
the inflated magnetic field

Objective

® 3-dimensional MHD simulation for MPS
Interaction + Inflation

Spacecraft

e Effect of Injected Plasma G
® Dimension of magnetosphere
® Thrust estimation

Solar Wind

Magnetosphere

This document is provided by [JAXA.
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Governing Equation

e |deal MHD equation

e Magnetic field is separated into two parts
¢ |nitial magnetic field By
¢ Induced magnetic field B’
e Total magnetic field

| pun+(p+ %)I — B'B’ LY. (Bo-B)I —(BoB’ +B'By)| _
uB’ - B'u uBy — Byu 5

(E! +p+ 28y — (u- BB (Bo - B)u—(u-B")By

Density .0 Velocity :# Pressure :P Heat Ratio : Y
; ; ) el l ' B - B
time : ¢ Energy : E = =T Pkl
7

Numerical Method

e Numerical Flux

e | ax-Friedrich Scheme
e MUSCL (Cubic Limiter)

Time Integration

e Euler Explicit Method
® | ocal Time Step

V - B = () constraint
e 8-wave Formulation
Specific Heat Ratio G =1 Si)5)

This document is provided by
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without Plasma Injection

Flow field around Mag Sail
( Assessment of Numerical Method )

Calculation condition

Dipole Magnetic Field

Spacecraft

Inflow Condition Oth-order
% Extrapolation

(Solar Wind)

Solar Wind

Density : 5.0x108[m™)
Velocity : 300[km/s]
Temperature : 20[eV]
Mag. Field : O[T]

Boundary
Density, Pressure: Extrapolation
Velocty: O[m/s]

Mag. Field: Fixed (0.02[T])

This document is provided by

JAXA.
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Flow field around Mag Sail

without Plasma Injection o

L25x10 //o?'

|/
Vehicle

& CUSP

| Stagnation Magnetosphere

Bow Shock Boundary
07 o1

Flow field which is similar to the interaction between
the Earth and the solar wind can be reproduced qualitatively.
I

Quantitative Assessment

e Radius of Magnetosphere

RMS [km]
CFD 0.0499
Theory 0.0486

Good agreement between CFD and theory!
12

This document is provided by

UAXA.
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with Plasma Injection

Flow field around Magneto Plasma Sail

Calculation condition

Dipole Magnetic Field

y
. Spacecraft

Inflow Condition Oth-order
(Solar Wind) \ Extrapolation
E
v . 1!
: N T st
Solar Wind il N Vo 5\:\--' '
Density : 5.0x10%[m™9| 2
Velocity : 300[km/s] i
Temperature @ 20[eV] i
Mag. Field : O[T] e
[
Boundary t%égﬂﬂi

Density, Pressure, Velocity: Fixed '
Mag. Field: Fixed (0.02[T])

»
¢

This document is provided byl JAXA.
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Injected Plasma
Art Mag. Field at Surface : 0.02[T]
4.0[km/s]
20,000[K]

1.1

Velocity
Temp.

_ Dynamic Pressure __
Mag. Pressure

Mach

Beta  10719~10Q°

: Density

: Velocity

: Mag. Field

: Permealbility

15

Effect of Plasma Injection on Flow field

Pressure Magnetic Field

‘ with Plasma Injection
| p=10"

withon.:t Plasmla lnjectilon .
%03 02 01 0 01 0.2

wilhoull F'Iasmla Injectilon
-0.2 -0.1

0 0 0 0.1 0.2
X [km] X [km]

This document is provided by

UAXA.
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B-Field Strength near spacecraft

— 100
— 11
1e-2
—1e3
te-4 |
e-6

[ TTTTIM

no inj.

l

This document is provided by JAXA.




132

FHATZENIIE R SR A A L JAXA-SP-06-014

Size of Magnetosphere

Radius of Magnetosphere Ry [km]

104
Beta Value !

Thrust Estimation

Drag to the sphere

|
— CD Epswugw

® Drag coefficient for sphere
Cp=1.0

® Frontal Area of magnetosphere
Si=m R o

® Dynamic pressure of solar wind

1 5
§Pswu§w = 0.4 [nPa]

This document is provided by

AXA.
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Thrust and beta value

Thrust [N]

Beta Value !

Thrust of 1 [N] with B=102 is achieved

21

Summary

3 dimensional MHD simulation for MPS including
inflation of the magnetic field by the plasma injection
is performed and the thrust of MPS is also estimated.

e QOur numerical method was assessed for the case
of Mag Sail.

® Magnetosphere can be inflated by the plasma
injection
® The size of magnetosphere is dependent on beta

value of the injected plasma.
Rms (B=10~ : x1000)

Thrust (B=102: 1[N])

22

This document is provided by

JAXA.
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Numerical Simulation of Magneto Plasma Sail by using
3D Hybrid Code

Yoshihiro Kajimura, Kenji Noda, Hideki Nakashima

Department of Advanced Energy Engineering Science
Interdisciplinary Graduate school of Engineering Sciences, Kyushu University, Japan

kajimura@aees.kyushu-u.ac.ip

We have been studying the Magneto Plasma Sail (MPS) by using 3D hybrid numerical
simulation code. There are two key issues of MPS research, one is the possibility of magnetic
inflation, and the other is the analysis of the interaction between the solar wind and the
artificially generated magnetic field. We simulated the interaction between the solar wind and
dipole magnetic field in pure-Magsail and compared with the drag coefficient obtained by
using other hybrid code [1]. And we simulated the magnetic inflation by injected plasma. The
simulation model is shown in Fig.1. Plasma is injected from the region located in 1.0 [m]
from the center of the coil. Plasma is injected in radial direction with N=10*[m”] and
v=4.0[km/s]. Next we simulated the interaction between the solar wind and inflated magnetic
field by the plasma injection. The simulation geometry considered here is illustrated in Figure
2. The initial magnetic field is produced at the center of the system as dipole configuration.
The solar wind flows only in the positive Z direction with 5x10° [m™] density and 400 [km/s]
velocity. The Ar plasma with 5x10° [m®] density and 20 [km/s] velocity is injected
isotropically. We will show these simulation results and list up the difficulties of numerical

simulation of MPS in each theme. And finally I will make a brief summary and talk about the

Future plan.
T Solar Wind(400km/s) ) Mesh:80>80x80
C(f)ll
r{ 5[ml / >
g ’—/ =/
1 [m] ¥
'- o —H-
nx A ’
Y /
> 7
L - Injected Plasma(20km/s)
Figure.1 Simulation Model (inflation) Figure 2. Simulation model (whole simulation)

[1] K. Fujita, “Particle Simulation of Moderately-Sized Magnetic Sails” Journal of Space
Technology and Science, Vol.20, No.2, pp.26-31, 2005.

This document is provided by JAXA.
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Numerical Simulation of Magneto Plasma
Sail by using 3D hybrid code

JAXA/JEDI Workshop
Oct 2nd-3rd 2006

Yoshihiro Kajimura, Kenji Noda, Hideki Nakashima

Department of Advanced Energy Engineering Science,
Interdisciplinary Graduate School of Engineering Sciences,
Kyushu University, Japan g

Outline

s Key theme of MPS research

s Fundamental parameters of MPS

m Our resent simulation results of MPS

m The difficulty of MPS simulation
(using hybrid code)

= Summary and Future plans

This document is provided by
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Key themes of MPS research

m Possibility of magnetic inflation by plasma
injection
beta 0>1 , Magnetic Re >>1
How? Where? can we inject plasma for
inflation effectively.
How far? is magnetic field inflated.

m Mechanism of the thrust transformation from the
solar wind through the inflated magnetic ﬁ_ey.

| :  Z
.S it possible t.o inflate the magnetic field il %
in the solar wind? L

s

Fundamental parameters of MPS
m Magnetic inflation

Distance from coil VS lon larmor (Bocr™-3)

1.E+04

(A1) o= o // // //

4.0[km/s] B i

= Z.—“ rL/r=1.0
1.2e+11[/ec] _ B 1E+01 C B =

S 1.E+00 T |

1.E+05 s
Injected plasma I / Ionﬁinetu/c Igfelct

S 1.E-01
S 1.E-02 //

1.E-03
1.E-04

¢ 0.1 1 10 100 1000
rL (ion larmor) =1 [m] r [m] distance from coil
[—(T)  (0.5T) —(0.02T) —(0.0002T)]

magnetic field on coil surface

This document is provided by

JAXA.
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Fundamental parameters of MPS

= Interaction between the magnetic field and
solar wind

Solar wind

Ion Kinetic Effect

B=41 [nT
400|km/s) { [T

5.0 [/ec]

General method of numerical simulation
for plasma
= MHD

Plasma is treats as a fluid
The ion kinetic effect is ignored (rL<< L)
m Hybrid
" lons are treated as particles, electrons as a fluid
' The ion kinetic effect is taken into account. (rL=1L)
m Full particle
lIons and electrons are treated as particles
The debye length must be used as the mesh size:
1 Injected plasma ([0.8 ¢ m]) . solar wind ([ 10m])

This document is provided by
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Our 3D Hybrid Code

f

* Basic equations (e: electron, i: ion)
Ion momentum equation

: dax.
mf%:ZB(E-[-ViXB) — =V,
f

Velocity of ions  v*'? =A"'S

Ao

Electron momentum equation 1

nf HOZL’

e ‘e

nm %z—en{,(Ei—v{, xB)-VP,
!

Ampere’s law

ot

Current density

J,=—env,J =env (T, = const)

2 ]

Position of ions ' = x + v/"'? A

[ Electric field (Plasma Region)

1 1
E"=‘—‘ VxB" XBH__J)_lx
{ (VxB)) 7o

Electric field (vacuum region)

\ VE=0
VXB;):u(](Je-i_Ji) Ax
Faraday’s law {CFL condition At <7
aB A
—=-VxE Numerical stability condition ®,Af <0.2

Electron energy equation is not used.

B" f—Zan}
e

Our resent study of MPS

Plasma flow around Pure Magsail
Magnetic inflation

Interaction between the inflated magnetic
field and solar wind (whole simulation)

1. Brief results
2.Difficulty in each simulation

This document is provided by

JAXA.
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Plasma flow around Pure Magsall

solar wind(400km/s) 4 . mesh: 80 x 80 x 80 lon : Hydrogen
Ion velocity : 400km/s
[on number density : 5 X 10°m-3

Super particle number : 2milion

In each cell : 15
] Drag coefficient

F: Thrust [N]

i (calc from momentum)
81 ' d ZS 0 :density of solar wind
(B=41nT) L : Characteristic length [ Elesityof theisclar v
S: The cross section of the
magnetosphere =7 L? [m?]

Simulation Parameters

as L (m) /L O/ Ax System Size(m)
1 8.00E+05 +0.13 1 4.00E+H06

2 4.00E+H05 0.25 2 2.00E+06
050/ 4 1.00E+06

4 8./00@;05 (155) 10 4.00E+05
400E+04 /| 250 20 2 00E+05

¢ : Skin depth

This document is provided by JAXA.
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: Results

Particle

Solar Wind

- /L=0.13

Magnetic Field

3000 2000 1000 0 1000 2000 3000 1o - 23000 -2000 -1000 0 1000 2000 3000
Z [km] Z [km]

CASE3 : Results

Particle

Solar Wind

L=200km 7,/L=0.5

wEe0s

Magnetic Field

750 -500 -250 O 250 500 750 o ieg-—e -750 -500 -250 O 250 500 750
Z [km] Z[km]
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Partit_:le

Magnetic Field

450 -100 50 0 50 100 150 legos -150 -100 50 0
Z [km] Z[km]

50 100 150

MHD Region
o Lt £L

£
W

52
th

. Case3
Cased

Drag Coefficient

Case5 @ Present Research

=
in

— Fujita**

200 400 600 800 1000
Magnetsphere Size : L [km]

*Fujita, K., “Particle Simulation of Moderately-Sized Magnetic Sails,”
Journal of Space Technology and Science, Vol.20, No.2, pp.26-31, (2005).

C,~=0.9
F=3N

® Case2 MO CaseS(L=40km)

This document is provided by

JAXA.
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Magnetic inflation

= 2D spherical coordinates grid

Injected Plasma : Ar

N, = 3.0x10%° [m]
vi. = 4.0X10° [m/s]

T. = 0.5 [eV]
= 40 [eV]
—p = 0.02 [T]

= — 0.084 [m]
= 1

NI

Magnetic inflation
m Simulation results

T
¥
+
+
F
+
o+

T —
A ST TR g

i
4
+
%
e
*y

1 1 1 1
Ge A8 =6 me wE 5 3.01.82.03.04.085.0

#lm]
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Magnetic inflation
= Simulation results

09893t t=0[s]  t=1.33 X 10-3[s]
0.02[T] r T T . v —
t=0[s] t=1.33 x 10-3[s]

1] Lapn
| _ 4

CT33as 0T 33as 6051 1520051 152
X X [m]

Compared with the original dipole magnetic field of Bocr-3 (8 =0)

after the plasma injected, it gradually decreases at a rate of Bocr-

2.1.

Difficulty of simulation (Inflation)

m We need to perform simulations in a larger region as
we want to confirm how far the magnetic field is
inflated.

m However, in such large field, density of plasma will
be low and calculations by using hybrid code will be
more difficult.

This is because in our hybrid code, the plasma region and
vacuum region are clearly separated and in each region.
The calculation method of the electric field is quite
different. In the vacuum region, the Laplace's Equation is
used.

This document is provided by [JAXA.
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*Basic equations (e: electron, i: ion)

Our 3D Hybrid Code

-
Position of ions '
Ion momentum equation

m, Gl =Ze(E+v,xB)
dt

~

Electron momentum equation

WoZ,

e

nm C:;" =—en(E+v,xB)-VP,
!

Ampere’s law

| VZE=0
VxB, =p,(J, +J,)
Faraday’s law CFL condition
8_B =-VxE
ot

Current density

J,=-enyv,J =eny, (T, = const)

e e?

=x'+V

<
Velocity of ions v/">=A"'S

[ Electric field (Plasma Region)

1

E":_{ l (VXB:)XBH __J:leﬂ'_Lvn:l}
Ze e

Electric field (vacuum region)

Numerical stability condition ®,Af <0.2

Electron energy equation is not used.

nvh‘llﬁIr

pr<X
V.

A

Whole simulation

Simulation model

Simulation parameters

X

Solar Wind(400km/s) 4 Sl Mesh:80%80x80
Ol
/

-

4
i

‘/

7
Injected Plasma(20km/s)

rL(solar wind)/L>>1

Injected Plasma 3 =1.0

rL(Injected Plasma)/L.~1.0

This document is provided by

AXA.
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Simulation Result (Ions)

e

Without Injected Plasma Injected Plasma

Sota Wind(400km )

: : . =/
Simulation Result (Density) Jes==g

Without Injected Plasma Injected Plasma

2000 Ton Number density distribution (=0.56 [s) 200.0__ lon Number density distribution t=0.56 |s

Maximum penetration
of injected plasma :

@

@ qw
&
ey

_‘é"'

-200.0

-200.0 -100.0 0.0 -100.0 0.0 100.0 200.0
2 lkmj % [km]

Set6  Bol06 1407 144007 Ze00T | Ze Bot05  Bat005 104007 104007 Zes00] 24007

Figure 3 (a) Figure 3 (b) des
The magnetosphere size of injected plasma is about two times
larger than the case of without injected plasma.

This document is provided by|JAXA.
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Thrust Estimation

(Without Injected Plasma)

35'J

ta

Drag Coefficient
(]

® Our Past results

— Fujita

|

0 200 400 600

800

Magnetsphere Size ;: L [km]

1000

3
RL

Gi=

R.21:R =rLl/L

Fujita, K., “Particle Simulation of Moderately-Sized Magnetic Sails,”

0.22.

RL

fficient

g Coe

—
<

Dra

® Qur past results
2,1l — Fujita's fomula [ P
I E Present result |
e
[

The magnetosphere size of with out
Injected plasma is 45 km.

And calculated drag coefficient is 1.4.
This is good agreement with the formula
derived from Fujita.

Journal of Space Technology and Science, Vol.20, No.2, pp.26-31, (2005).

Thrust Estimation
(InJected Plasma)

4000 lon Number density distribution 1=0.56 |3

X g 200.0, . ¢

200,0
Z[km]

1e/0] 104007

300.0

400.0

g
Q0.5

g Coef_f]cient

ol

- o N

o

® Our past results
— Fujita’s fomula

B Present result

A Injected Plasma

20 40 60 80 100
Representative length : L [km]

The magnetosphere size with injected plasma is about twice the size than
without injected plasma.
The magnetosphere size with Injected plasma is around 90 km.
The calculated drag coefficient obtained from the simulation is 2.3.
This also agrees with the results from Fujita’s formula.

This document is provided by J

AXA.
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Discussion

m We had not been sure whether if MPS could really
obtain the thrust through the interaction between the
inflated magnetic field and solar wind.

In this whole simulation, we confirmed that MPS
could obtain the thrust from inflated magnetic field,
and this thrust value also can be calculated by the
Fujita’s formula.

We need to resolve the issue :how large can MPS
inflate the magnetic field in the solar wind.

Difficulty of simulation (whole simulation)

m Coil radius (~m) and required magnetosphere (~km),
so we have to treat the very wide region.

m Density 5[/cc] (solar wind).and 1014[/cc] (injected
plasma), so we have to treat the ions which have a big
differences of density. (it needs some techniques)

m Velocity 400 [km/s] (solar wind) and 4 [km/s]
(injected plasma) so we have to treat the ions which
have a big differences of velocity. (small delta T)

—We need huge cost for simulation.....

This document is provided by
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Future Plan

m [f we try to simulate under the actual scaling
parameters, we have to use a much smaller
mesh and time steps. It is necessary to develop
a code suitable for parallel processing.

m Furthermore, in order to use a mesh variable in
size of kilometers rather than meters, we are
now developing code using spherical polar
coordinates for whole simulation.

This document is provided by




FHEMZERZEAFEMERERER  JAXA-SP-06-014

i T FR19F 2818

RE - B17T FTHENEHRFREE
T 182-8522 BREEHBERh iR A F HET 7-44-1
URL : http://www. jaxa. jp/

Rl - /A () /J—R7A43VF

AERUVARICOLTOEENEDLEF, FRICEALW:=LET,
FHMEMEFEME FRR T LD ARMEERE 2 —
T305-8505 FiHIR D < (EHFH 2-1-1
TEL : 029-868-2079 FAX : 029-868-2956

© 2007 FHEMZEHRETFEHEE

X AEO—HFELE2MERNES - B - EFEARFCMITILEHLES,

This document is provided by JAXA.



ERFHAFERRE

FEGBEHRZEALTBDET,
This document is provided by JAXA.





